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PROLOGUE

The Geostationary Operational Environmental Satellite (GOES) data

collection system operated by the National Earth Satellite Service

(NESS) of the National Oceanic and Atmospheric Administration currently

supports data collection from several types of data collection platforms

(DCPs). With the advent of adaptive random reporting platforms, several

potential procedural and technical problems associated with effective

network design have been recognized. This project is intended to

address these issues with regard to the configuration of networks of

random reporting data collection platforms used to record flood and

flood producing events. Chapter 1 gives a general overview and problem

statement. Chapter 2 overviews DCP operation equipment and users

experiences. Chapter 3 focusses on evaluation of the basic theory of

random reporting in the telecommunications tield in order to theoreti-

cally investigate channel performance characteristics for random modes

of operation. Chapter 4 presents the theory behind the proposed data

collection network design algorithm. The available climatological data

is discussed in Chapter 5 and Chapter 6 is a hypothetical case study to

illustrate use. The Appendices contain user manuals and listings of

related computer programs.
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CIiAPTER I

Introduction

1.0 Introduction

The Corps of Engineers has selected GUES to serve as a communica-

tions link for the acquisition of hydrometeorological data (1). The

proposed Data Collection System (DCS) will operate utilizing a network

of random reporting and self-timed data collection platforms to convey

river stage, precipitation and other data to a central Command and Data

Acquisition Station for processing and dissemination and also to other

Ground Receiving Stations. This effort is directed at enhancing exist-

ing flood control and flood forecasting services and at supplementing

the hydrometeorological data base.

The GOES DCS consists of a set of remote transmitters, satellites,

ground receive stations and data processing and dissemination equipment

(1). This system is supported and regulated by NOAA as an integral part

of its environmental monitoring capability. A brief description of the

system is presented below.

1.1 GOES Data Collection System

Currently three geostationary, meteorological satellites are in

equatorial orbit at an altitude of approximately 35,600 km (2) over the

American Continents and adjacent oceanic areas. These were developed

under the Synchronous Meteorological Satellite (SMS) Program, and are
0

operated by NESS.

8
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The satellite located at 750W longitude is known as GOES-East and

the satellite at 135°W longitude is known as GOES-West. A partially

failed satellite, i.e., a satellite with no imaging or sounding
0/

capability, is located at 107°W longitude and is known as GOES-Central.

GOES-Central acts as an operational standby for the DCS in the event of

a failure of either GOES-East or West. During the two annual spacecraft

eclipse periods, GOES-Central is also used to support DCS operations. V

Figure 1.1 illustrates the current configuration and areal

coverage provided by the two GOES satellites servicing the United States (2).

These have been in operation for approximately 7 years (4). In

addition, planning is currently underway by the World Meteorologic

Organization (WMO) to implement a satellite data collection network 0

capable of providing continuous global coverage of the earth's surface.

It is anticipated that geostationary satellites will play a major role

in such a network. Similar spacecraft are also supported by Japan and the

European Space Agency. The USSR plans to eventually operate a similar space-

craft over the Indian Ocean to complete the round-the-world coverage.

The GOES system performs several meteorological data collection u

tasks. The satellites provide near continuous imaging of the earth's

surface and its cloud cover through visible infrared spin scan radio-

meters (2). They also carry a Space Environment Monitor (SEM) to

measure energetic particle flux, X-rays and the earth's magnetic field

and broadcast Weather Facsimile (WEFAX) data (2). The GOES Data

9
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Collection System also serves as a communication link, illustrated by

Figure 1.2, for the collection of environmental data. Observations and

measurements of the physical, chemical or biological properties of the

oceans, rivers, lakes, solid earth and atmosphere are relayed through

the satellite system.

The GOES data collection system can relay messages from environmen-

tal instrumentation installed on spacecraft, ships, buoys, weather

balloons, and land-based platforms. The system utilizes transmission

frequencies above 400 MHz to minimize ionospheric interference (5). As

shown on Figure 1.2, two sets of uplink and downlink frequencies are

employed, the first at 2034.9 MHz (uplink) and 1694.5 MHz (downlink) for

communications between spacecraft and large receiver systems and the

second at 401.8 MHz (uplink) and 468.6 MHz (downlink) is used for

communications with remote low power transmitters (4). The 401.8 MHz

uplink capacity is divided into 200, 1.5 KHz, channels in the domestic

or regional frequency band and 33, 3KHz channels in the international

frequency band which permit low data rate, low power, remote

communication (4).

The primary ground receive station for the GOES data collection

network is located at Wallops Station, Virginia. Major components of

this facility include:

-- several receiving systems with parabolic dish antennas,

ranging in size from 24 to 60 feet diameter.

-- multiplexers capable of supporting up to 80 separate channels

and an automatic Monitoring System.

11
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* Di

a redundant disk-supported computer system that acquires and

forwards received data to the World Weather Building in

Maryland. Up to 16 hours ofdata may be stored in the event of

World Weather Building System failure,

triply redundant lines to the World Weather Building,

uninterruptable power sources,

a system by which each channel is tested at least once per day

using a test transmitter,

The World Weather Building Facility contains the scheduling

and dissemination computer system which allows up to 24 hours

of data storage and dissemination via direct or dial-in

telephone at ll0/3UO, 1200, 2400 and 4800 baud.

13
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Several user specific, smaller installations are also-in operation. In

general, these installations contain a single parabolic dish antenna and

receiver to collect selected GOES signals. Data management tasks are

handled by mini-computers or micro-processors.

Data collection platforms (DCP's) comprise an assemblage of

electronic equipment for sensing physical conditions, formatting

messages, and transmitting these over an assigned channel. These

platforms are commercially available through several manufacturers

4 providing users with a variety of sensors and data telemetry

capabilities. The GOES system currently allows three primary reporting

modes: 1) self timed, 2) interrogated, and, 3) random (6).

In self-timed mode users may transmit during assigned time inter-

vals or slots of the order of one minute duration (6). Transmission

intervals are controlled by precise timers within each DCP, which

minimize the possibility of transmission collisions resulting in lost or

erroneous data. In general, this allows each platform to transmit every

few hours. Although this mode of operation simplifies data management

tasks, only a limited number of platforms may share a single channel.

Furthermore, since the precise time and order in which the self-timed

DCP's report is predetermined, no user flexibility is afforded by the

system to adapt in real time to changing environmental conditions (6).

14



Interrogated UCP's are designed to transmit in response to signals

generated at the Command and Data Acquisition station and relayed

through GOES to the network (see Figure 1.2). Each platform is assigned

a unique address which is carried over an interrogation channel continu-

ously monitored by all DCP's of this type. Upon receiving its address,

the polled DCP transmits its message on an assigned reply channel. This

transmission mode allows for greater user flexibility than does the self

timed mode and high channel use efficiency while maintaining a

comparable or better success rate for each transmission (6). In

addition, the interrogated system has an event generated alert system

which can be triggered by a measurement parameter exceeding a pre-set

threshold. When this is received in the NESS ground system and, within

approximately 60 seconds, the DCP is interrogated and the special

information is transmitted via the normal reply channel. Also, special

interrogation schedules can be implemented as a result of receipt of

these alert messages. Increased flexibility is afforded with regard to

network size and reporting frequency. Networks are limited only by

address length and message duration. This capability, however, is

achieved at the expense of installing high performance receivers at each

platform. This receiver significantly impacts DCP complexity, power

consumption and, therefore, total costs (6). Furthermore, a more

complex data management and analysis procedure is required.

A variant of the self timed and interrogated transmission modes is

also available which utilizes a satellite controlled timing mechanism.

15



* Under this mode of operation, termed self timed with satellite control-

led clock, an interrogation address code is multiplexed with a National

Bureau of Standards time code permitting each DCP to more accurately

determine the precise time of aay (6). In self timed operation, this

feature allows for a reduction in the required duration of time slots,

which can approach that of the actual transmission duration, thereby

increasing potential channel throughput. However, this mode also

requires high performance receivers coupled with intelligent clock

controllers at each platform (6). Therefore, a similar set of

disadvantages exist.

The most recently developed mode of data telemetry available to

GOES DCS users is random reporting. One principal advantage is that no

requirement exists for timing of transmissions (6). This eliminates the

need for precise synchronization of timing instruments in DCP networks.

Another advantage is that transmissions may be initiated as a reaction

to changing external environmental conditions. Further, some platforms

can be programmed to transmit at rates dependent on environmental

conditions. This capability, termed adaptive random reporting, is

extremely valuable to users where the timeliness of information is

critical to the decision making process. In essence, with random

reporting, data transmission timing and frequency can be influenced

largely by the users measurement requirements. A third advantage is

that random reporting, obviates expensive receivers at platforms.

Random reporting DCP's must share channels' limited transmission

capabilities. Since each platform on a channel transmits without regard

16
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to transmissions from other DCP's sharing the same channel, there exists

the possibility of lost data due to message collisions. Moreover, data

management tasks at the receiving station are somewhat more complex,

inasmuch as message arrival times are not predictable.

1.2 Problem Statement

High demand exists for the development and implementation of real

time, adaptive, random reporting data networks (8). As will be shown in

the following chapter, there are, in fact, many systems already in

operation, each with definite plans for expansion. Several of these

present and future users are participating in a NESS sponsored experi-

ment to characterize the actual operational characteristics of the

random reporting systems.

Guidelines have been developed to help in the design of random

reporting DCP networks (6). They assume that fixed reporting rates for

all stations are known. Given those assumptions the guidelines (see

Chapter 3) provide relationships between probability of message

reception, number of DCP's in the system and average reporting rate at

the time interval of analysis.

The Corps of Engineers and its New England Division have realized

that in practice the above guidelines are applicable to a hypothetical

single user of a satellite reply channel with perfectly known reporting

rates. In reality, in the near future, many users (e.g., Corps

Districts) in different geographical regions will be sharing one of the

few allotted satellite channels for random reporting. Presently, there

17



are only three channels on each of the East and West satellites allotted

to random reporting. Since each station in each geographical region is

affected by different climatic conditions, the actual average reporting

rate of each region varies for different instances and is different for

every user. In fact, reporting rates are a random, climatically driven

condition. Given this setting it would be unnecessarily conservative to

assume that all stations in the conterminous United States are reporting

at their highest possible rate. Under such situations available channel

would be able to handle but a fraction of the projected number of

stations and users with any acceptable level of reliability of message

reception. On the other hand, any single user cannot ignore in fact

that his message reliability will depend on the reporting

characteristics of his channel partners.

The goal of this work is then to provide a set of guidelines for

the design of DCP networks that will explicitly account for geograph-

ically and climatically different users. Such guidelines will:

1) explicitly consider precipitation variability over the

conterminous United States;

2) provide tools and procedures that will allow the efficient

allocation of partners to a satellite reply channel;

3) satisfy NESS's rules on random reporting and the achievement

of pre-specified levels of successful message transmission for

each user.

18
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CHAPTER 2

Adaptive Random Reporting: A State of the Art Review

2.1 Adaptive Behavior of Data Collection Platforms

As previously indicated, one of the main advantages of random

reporting is the ability to obtain data at a rate dependent on and

driven by the parameters being monitored. This is called adaptive

reporting. The New England Division (NED) of the Corps of Engineers

(C of E) specified the design of its DCP's with a particular adaptive 1
algorithm responding to streamflow and rainfall rates. The form of this

algorithm is common among available equipment. Following is a brief

discussion of the specifications NED's Data Collection Platforms which

were built by Synergetics International, Inc.

The DCP's should be suited to data collection in a variety of

fields, such as hydrology, meteorology, environmental quality and

geology; and capable of operating in either of two mr 'es, the conven-

tional self timed mode, or the random reporting mode (7). In the random

reporting mode, the DCP's must perform the following tasks:

1) Monitor environmental parameters by sampling at intervals

which shall be user selectable from seconds to hours.

2) Calculate past time derivatives in the sampled parameters.

3) On the basis of these parameters, their past derivatives, and

user selectable threshold values, calculate randomized trans-

mission intervals.

19



4) Format the latest value of the sampled parameters into either

ASCII or binary numbers containing integral multiples of

six bits. Twelve-bit binary words will be sufficiently large

for the applications presently being planned; however, the

number of six-bit multiples in each parameter must be

user-selectable. Codes other than binary and ASCII must be

attainable by future software modifications.

5) Transmit the coded data in a sequence of n standard GOES

random messages, where n may be 1, 2, 3, up to approximately

10. The number of messages (n) must be user selectable and

is variable so as to permit user manipulations which can

maximize probability of reception of certain emergency

data. (7)

The message format for random transmissions will have the following

format (7).

Message Message

Sub-Section Length sec) Contents

Clear Carrier .5 --

Clock .48 48 alternating
l's and O's

Maximal Length Sequence .lb 100010011010111

BCH Identifier .31 31 bit DCP
identification
number

Header .08 Set by users

Data .48 (nominal) 8-bit/byte GOES ASCII

EOT .08 ASCII EOT, 00000100

20
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The proposed algorithm which a DCP must use for calculating trans-

mission rate must be equivalent to:

RATE = MAX[BASE RATE, (A*CHANGE IN PARAMETER)] (1)

i.e., the rate is the larger of these two expressions: a user selected
-0

BASE RATE; or the product of a slope factor "A" times the absolute value

of the change in parameter value, for NED this parameter is river stage

(1). Depending upon the current stage, the BASE RATE will be one of

three pre-selected values corresponding to low flow, alert, and flood

conditions. The slope factor "A" will serve to control transmission

rate during periods in which conditions are changing rapidly. In

addition, a DCP may not change from short transmission intervals to

longer intervals until it has transmitted a set number of times at the

shorter interval. This capability is termed "momentum" (1). The base
S

rate and the slope fraction will allow tailoring of transmission rates

to local conditions.

Alternative reporting algorithms have been developed. Most

commercially available DCP's also operate in an adaptive random mode

based upon input from multiple sensors with the following algorithm:

RATE = BASE RATE + (A* CHANGE IN PARAMETER ) (2)

As in the previous algorithm, BASE RATE can generally have three values

corresponding to low, alert and warning levels. These may be selected

21
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for one or more inoividual sensor inputs. Commonly, three values of

"A", the slope Cictor, are also permitted. Furthermore, parameter

groups specifying the data transmitted from multiple sensors based upon

a single driving parameter are user selected in some equipment. Al-

though these capabilities could improve the data collection potential

from a single DCP, network performance characteristics would not be

identical to those governed by the NED algorithm.

2.2 Existing Data Collection Platform Capabilities

In order to devise a useful and relevant analysis of the perfor-

mance characteristics of networks of random reporting data collection

platforms, it is first necessary to understand the characteristics of

these devices, and the manner in which they are likely to be employed.

This information provides a basis for structuring models of network

performance.

Currently, there are several companies which manufacture satellite

linked data collection platforms capable of "random" reporting. Some of

them are:

-- LaBarge Electronics

-- Handar, Inc.

-- Synergetics, Inc.

-- Sutron Corporation

-- Magnavox

-- American Electronic Laboratories, Inc.

The first four companies' device(s) were contacted. Their capabilities

are discussed in the paragraphs that follow.

22
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LaBarge manufactures two different platform models, the convertible

DCP (CDCP) and the Advanced DCP (ADCP). The CDCP has 8 analog and 4

digital sensor capacity while the ADCP has 12 analog and 8 digital

sensor capacity. Both are capable of transmitting "emergency"

information on a secondary channel. A single parameter is monitored

until the rate of change of the parameter, or its level, exceeds a S

prespecified threshold. Once this occurs, the platform begins

transmitting at a fixed rate on the emergency channel. It is important

to note that randomness is introduced only by the variable starting time

of emergency channel transmissions. Once activated the emergency

channel transmits at a pre-determined rate.

Handar currently manufactures two platforms capable of random

reporting. Once device is an adaptation of their Model 524, the so-

called 524/B. This microprocessor based system can be configured to

accept up to 8 analog and 4 digital inputs. It operates in a manner V

similar to the LaBarge platforms. Once a specified parameter exceeds a

preset rate of change or level, the platform can be programed to begin

transmitting on the secondary channel. The transmission rate is equal S

to the sensor scan rate -- Handar has the added capability of repeating

messages up to 3 times for transmissions made on this secondary channel.

Like the LaBarge unit, once the threshold event has occurred, the unit S

transmits at a fixed rate. Thus the only randomness is that introduced

by the triggering event. If the unit is programmed to operate in both

self timed and random mode, Handar labels this "random reporting"; and w

23



if the unit is programmed to operate only on the random channel, Handar

labels this "random adaptive reporting". Handar calls a self-timed or

slotted reporting regime, using a short message format, "self-timed
T'

emergency reporting".

The second Handar data collection platform capable of random

reporting is their recently introduced Model 560 Multiple Data Access

Hydrological System. This system can accept up to 18 separate analog

and 12 digital inputs. Handar uses signal conditioning cards to inter-

face with a variety of sensors. The unit is capable of preprocessing

observed data computing such statistics as mean, variance, minima,

maxima, histograms, rates of change, differences between sensor observa-

tions, and scaling of data. In addition to self timed modes of opera-

tion, Handar says that their instrument is capable of alert reporting

(random or fixed time offset), random reporting, and random adaptive

reporting. They claim that their platform is configured to randomly
I"

report exactly in the manner specified by the NESS random reporting

Users Guide [6]. It appears that the random reporting mode may be triggered

independently by any of the sensors. Each sensor has an alert level, a

warning level, and a slope factor which can be programmed. The platform

has a single base, alert, and warning rate assigned. It is not clear

whether each sensor channel can initiate random reporting independently,

or whether the platform rate is determined by the highest specified

sensor rate, nor is it clear as to how the reporting time is randomized.
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Synergetics is the most recent entrant into the fielo of random

data collection platform development with their 3400 Series Hydrological

Data Collection Platform system. This system is a modular, microproces-

sor based system which includes a master control module, a GOES

transmitter module, a power supply, and a hydrological sensor interface

module. The hydrological sensor module is configured to handle 8 analog

signals, 4 digital sensors, 1 up/down counter, and I up counter channel.

Reportedly, a single platform could handle 10 to 15 hydrologic sensor

modules, with 14 channels each. In addition, the master control module

has 14 internal channels which monitor the system state, and which can

also be transmitted. Synergetics is currently also developing a

meteorological sensor interface module. They have stated that other

signal conditioning modules will be developed in the future.

For each channel selected to be adaptive, the user typically inputs

3 rates, 2 breakpoints, and I slope factor. Each time the sensors are

scanned, the reporting rates for the adaptive channels are calculated

as the maximum of the rate of parameter change multiplied by the slope

factor, and the base reporting rate for the range of interest. There is

a single platform reporting rate, which is selected as the maximum of

the calculated reporting rates for all of the adaptive channels. Once

the platform reporting rate is determined, say once every t seconds, a

random number is drawn from a uniform distribution with limits 0 to 2t,

which is the selected distribution on random reporting interval. The

random interval is added to the time of last transmission. If the

current clock time is greater than or equal to this calculated time of
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next transmission, then the platform immediately reports. If the

calculated time of transmission is after the current clock time, but

before the next scheduled sensor scan, then the unit will program itself

to scan the sensors and report at the calculated transmission time.

Finally, if the calculated reporting time is after the next scheduled

sensor scan, then no random report will be initiated, but instead *a new

calculated reporting time will be computed at the time the sensors are

next scanned. Additionally, Synergetics introduces a concept of momen-

tum -- which is simply the requirement that the mean of the distribution

on random reporting interval not decrease faster than some predetermined

rate.

Several points are noteworthy concerning the Synergetics strategy.

Hrst, the reporting times are explicitly randomized -- however, there

is a tendency for the unit to report at times coincident with the scan

interval, namely when the calculated reporting time is less than the

current time. Second, depending on the way the user programs the

platform, a variety of sensors may be controlling the platform reporting

rate -- in a relatively difficult to predict manner. Thirdly, as a

microprocessor based platform, there is a great deal of flexibility that

can be programmed into the hardware. Simply changing PROM's with new

instruction sets can in the future radically alter the manner in which

these given hardware devices will perform. This is true for all brands.

The final data collection manufacturer identified as producing a

platform capable of random reporting is the Sutron Corporation who

manufactures the Model 8004B. This, like the Synergetics and possibly
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Handar platforms, is a powerful microprocessor based system. The U

microprocessor firmware controls the platform's reporting in self timed

and/or adaptive random modes on two separate frequencies. A total of 16

sensors may be monitored, in any combination of analog and digitalO

signals. Each of these monitored parameters may be assigned to one of

four groups. Each group is scanned independently at preprogrammed

times; and depending on available memory and groupings, up to 180

samples may be stored for the parameters in the group. One of the

parameters assigned to each group is used to control the adaptive

reports. Two threshhold levels, and three base reporting rates and

slopes are defined for that parameter. Each time the sensors in the

group are scanned, a new mean adaptive reporting rate is calculated as

the sum of the rate of parameter change multiplied by the slope factor,

and the base reporting rate for the interval of interest (as an option,

Sutron offers to compute reporting rate as the maximum of the rate of

change multiplied by the slope factor and the base rate for the

interval, probably involving a minor firmware modification). Thus,

there is a separate mean adaptive reporting rate for each of up to four

groups. Once the group's reporting rate is determined, say once every

"t" seconds, a random number is drawn from a uniform distribution with

limits 0.5t to 1.5t, which is the selected distribution on random

reporting interval. Note that there are time periods when (it can be

shown) that the platform will not report. Note also that with each

group reporting independently, the platform would behave like four

separate platforms. Thus a user configuring a platform with two sensors

in a single group is imposing potentially significantly less burden on
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the satellite system than a configuration having the sensors in two

separate groups.

Sutron has the greatest experience in manufdcture of random

reporting data collection platforms and has pioneered much of the work

in the area. In addition, they have made research contributions with J
studies for the New England Division, Corps of Engineers, and with

participation in writing the NESS Users Guide to Random Reporting (6).

In summary, there are significant differences in the manner in

which the several equipment manufacturers have translated the theory of

random reporting to practical application. The LaBarge and Handar 524/B

platforms are not explicitly random -- "randomness" is introduced only

by the manner in which they scan their sensors, and the attainment of

threshhold levels triggering reporting at a fixed rate. The Synergetics

and Sutron platforms, and possibly the Handar Model 560/B, explicitly

randomize their reporting times. The manner in which they specify the

distributions on random reporting interval, and incorporate corollary

concepts such as momentum, suggests that indiviaual platforms quite

likely violate the NESS Random Reporting Certification Standard

requirement that reporting times "shall be uniformly random within the

reporting interval." The extent to which this leads to violation of the

Poisson arrivals assumption for networks of platform message arrivals at

the satellite remains to be examined. Furthermore, platform

manufacturers have taken a variety of approaches to the manner in which

sensors are scanned, grouped, and sensed parameters used to control the
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rate(s) at which the platform reports. Careful assumptions about the

manner in which rates are determined, and perhaps limitations on

allowable regimes, must be developed for any meaningful analysis of

network performance. Finally, and in a related vein, it must be

recognized that the state of the art platforms are relatively powerful

microprocessor computers -- and can be configured, programmed, and

operated in relatively complex ways which are difficult to predict. Two

basic strategies are possible for developing good models for predicton

of performance of networks of such units. First, one might endeavor to

build relatively elaborate "simulation" models to capture the

complexity. This would be very costly and impractical in that it

requires the analyst to forecast the complex configurations that are

possible. Alternatively, the analyst might develop simplified analytic

models. Great care must be taken, in this case, to insure that the

actual systems implemented are constrained so as not to grossly violate

the assumptions used in predictive models for network performance.
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2.j Random Reporting System Users

A number of government user groups are currently using or are

likely in the near future to begin using adaptive random reporting.

These include:

-- Army Corps of Engineers;

-- Geological Survey

-- Bureau of Reclamation;

-- National Weather Service;

-- Soil Conservation Service;

-- Bureau of Land Management;

-- Forest Service;

-- lennessee Valley Authority.

These users are distinguished by factors including the numbers of

platforms, types of platforms, monitored parameters, grouping of

reported parameters, algorithms for reporting rate determination, and

reception capabilities. A number of current or candidate user group

programs are described below.

Perhaps the most advanced user is the Bureau of Reclamation in

Boise, Idaho. This group started installing platforms in July, 1980.

The system is a turnkey installation developed by Sutron. Currently, 66

platforms are operational, as is a ground receive station. Roughly 12

platforms are at reservoirs, and measure parameters including forebay

elevation, stream elevation, precipitation, and discharge. Another 12

platforms are purely meteorologic stations, measuring parameters includ-

ing precipitation, temperature, soil moisture, and water content of
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snowpack. The remaining platforms are at stream gaging stations, and

primarily monitor stream levels and total precipitation.

The platforms in use are the Sutron Model 8004B, described in the

previous section. All are configured to report on both a self-timed and

a random channel. On the self timed channel, each reports every 3

hours. Parameters are scanned every 15 minutes. The random reporting

algorithm varies, depending on the platform. Up to three group

assignments are used -- thus the effective number of platforms is larger

than the 66 units in the field. Relatively little effort has been
U

expended attempting to forecast channel performance, as the Bureau has a

fully dedicated channel, so there has been no worry about adverse

affects on other users.
U

This solo operation is currently being changed. The Bureau is in

the process of switching to Channel 128, which it will share with the

Corps, Missouri River Division, and the Bureau of Reclamation, Amarillo,
3

Texas. The Boise group anticipates addition of another 40 platforms on

the Snake River within a year; also an additional 20-25 platforms in the

Deschute River Basin. The Bureau in Boise has done little ex post facto

study of its network performance. They do report, however, that during

one flood event in the spring of 1981, 40 of the 66 platforms became

active in a random reporting mode, and they were receiving upwards of

2200 successful random reports per day.

A second group which is currently using random reporting is the

Corps, Missouri River Division. A total of 216 sites have been

designated for satellite data collection. The Omaha District within the
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division currently has 8 operational, and 28 nearly operational

platforms (as of January, 1981). The Kansas City District has 6

platforms operational. Ultimately, the Omaha District will have 110

platforms (30 additional in FY 82, another 26 in FY 83, and a final 18

in FY 84). Most of these platforms will report both precipitation and

stage. Currently, using the Sutron platforms, stage is the driving

parameter for random reports, and both parameters are reported in a

single group. Ultimately, the Kansas City District will have 106

platforms (50 additional in FY 83, another 25 in FY 84, and a final 25

in FY 85). The Missouri River Division is participating in the NESS

random reporting experiment, sharing Channel 128 with the USBR Boise.

They have a Memorandum of Understanding with the Bureau that enables

them to use the Bureau's ground station until 1984.

A third group which is currently using random reporting is the

Corps, Tulsa. The District of the Southwest Division plan ultimately to

install 132 platforms. Currently, they have 38 platforms authorized.

Of these, 10 will be Handar model 524's, and the remainder will be

Sutron 8004B platforms. Less than 12 of the 38 are currently

operational. All 38 units will have stream and precipitation sensors.

About one third of the 38 will have additional parameters, although

4 there are no detailed specifications thus far. This office of the Corps

is assigned to the eastern satellite, Channel 129, which it will share

with the New England Division. Although they had not been granted final

4 approval (as of January 1982), the Tulsa office was proposing 1.8 unit
S

loads per platform (a definition of & unit load is given in Chapters 3

and 4) during the NESS test.
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A fourth group which will begin using random reporting is the Corps

of Engineers, New England Division.

The National Weather Service currently has no random reporting or

interrogated platforms, although they have ordered a few for testing and

evaluation. The Geological Survey is reported to have random reporting

platforms, but this has not yet been verified. For NESS test purposes,

the Weather Service and Geological Survey are assigned to share channels

118 and 140. According to NESS, the primary interest of these groups is

transmission of an alert warning once a monitored parameter has exceeded i.]

a predetermined threshhold -- rather than the continuous real time data

transmission sought by the Corps and the Bureau of Reclamation.

Groups reported to have random reporting capabilities, but which

were not contacted, include the Bureau of Land Management, Denver, and

the Forest Service, Boise. Groups considering developing random

reporting capabilities include the Corps, Portland, District of the

Northwest Division, and the Tennessee Valley Authority. They are

illustrative of the scope and variety of hydrologic/meteorologic random

data collection users.
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(HAPTER 3

Models of Data Collection Platform Network Communication

3.1 Overview

The purpose of this chapter is to review and assess relevant models

which might be used in the analysis of networks of random

data collection platforms. It is essential to keep in miid the obvious

-- that the problem is simply one of analyzing communications. These

communications are between distributed users and a central site. The

fact that the senders are microprocessor controlled data collection

platforms, that the transmission link is a satellite, and that received

1A information is computer routed, should not disguise the simplicity of

the underlying problem.

3.2 Network Communication Strategies

Consider a network like that shown in Figure 3.1. In the most

general case, each node can function to generate, receive, store, or

route transmissions. Links can be used to transmit in both directions.

Historically, two modes of network communications have been

distinguished:

1) circuit switched (pre-allocation)

2) packet switched (dynamic allocation)

Communicating implies transfer of information between selected

origin-destination pairs, as opposed to broadcasting, which would

suggest transmission between an origin and all possible destinations on

the network. Each of the two modes is described below.

34

V



70

2I

3-

0U

7U

Figure 3.1: Sample Network

35



KA
I

In the circuit switched pre-allocation mode, the path from sender

to receiver is established in advance, before communicating commences.

Once established, this path or circuit is maintained. In order to

efficiently use network capacity, this scheme requires a relatively

strong, centralized assignment control mechanism. The advantage to

users is that they face no delays in communicating their information

once they have established access to a circuit. No information storage

is required. The disadvantage is that because the assignment of

circuits cannot readily adapt to changing demands, the network capacity

may be inefficiently assigned and utilized. Traditionally, telephone,

radio, and television have employed circuit switching.

In the packet switched or dynamic allocation mode, "packets" of

information may be sent, stored, sorted, and ultimately routed over a

path in the network to their destination. The path is not pre-assigned,

but established depending on conditions in the network at the time of

transmission or retransmission of data packets from nodes in the

network. This format facilitates relatively decentralized

communications and control. One disadvantage is that delays may be

encountered as information is stored or rerouted. Further, since there

may be no centralized control of access, users may not have exclusive

use of circuits thereby resulting in unreliable communications.

Examples of packet switched networks have included telegraph and mail

systems. Computers have made possible high speed packet switched

communications, by greatly enhancing the capacity to store, sort, and

4
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route information in near real-time. Computer controlled

telecommunications have made feasible dynamic allocation systems that

in some aspects are superior to preallocation systems in time,

reliability, economy, and flexibility (9).

3.3 Multiple Access Protocols

When a multiplicity of users can have access to a shared link or

path in a communication network, rules may be established to reduce or

eliminate conflicts between users. The parameters for dividing access

include time, frequency, and encoding. According to Lam (14), multiple

access protocols have traditionally been channel oriented. That is, the

network is divided into separate channels, and channels assigned on a

fixed or demand basis.

Three distinct protocol classes may be used to control channel

acccess:

1) reservation;

2) polling; and

3) contention

Each class is described below.

The reservation protocol seeks to eliminate conflicts between

users. If reservations are static, then users can communicate only at

specified times, on specified frequencies, or using selected codes.
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If reservations are to reflect user requirements in a dynamic sense,

then two issues must be resolved. First, a channel must be established

for vuers to communicate their requirements for a reservation. Second,

a queue of user reservations must be maintained, on a centralized or

distributed basis. Note that in ordee to implement adaptive reservation

systems, users must be able to both send and receive -- communications

must be bidirectional.

A polled or interrogated protocol also will eliminate conflicts

between users. Users are given access to a channel only when

interrogated by a central controller. There is again the requirement

that users have the ability both to send and receive signals.

Generally, depending on the sophistication of the central controller,

this protocol provides a fairly efficient mechanism for data

acquisition. However, as is the case with satellite linked

communication, when there are relatively long propagation times for

communicating, the overhead imposed by interrogation of users can become

significant. Note that in a pure polling system, users do not have the

opportunity to communicate events unless polled.

A contention protocol does not seek to eliminate all conflicts

between users. Each user independently chooses when to transmit,

without regard to other users who may be transmitting at the same point

in time. This protocol was first implemented in a computer

communications network, the ALOHA system, at the University of Hawaii in
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197U (14, 1U, 11, 13, lb). Under the unslotted ALOHA protocol

transmissions are unsynchronized over a common channel. A slotted ALOHA

protocol simply restricts times at which transmissions can be initiated,

but otherwise does not restrict user access. Both the ALOHA and the

slotted ALOHA protocols were developed assuming users could receive,

thereby getting immediate feedback on the success or failure of their

attempt to access the communication channel. The protocol is feasible

without feedback, but in this case, lost transmissions must be accepted

or data repetition methods devised to insure reception. The R-ALOHA

protocol is a variation in which time slots are organized into groups

called frames, and availability of a particular slot depends upon the

status of the corresponding slot in the previous time frame. The

R-ALOHA system clearly requires bidirectional communications. A similar

hybrid contention model known as the URN protocol, which is adaptive,

also needs feedback. Note that the contention protocols can circumvent

central control and are completely user initiated. 
4
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3.4 Framework for GOES OCS Analysis

The GOES system as a packet switched system, in which frequency

bands have been subdivided into channels, is well suited to networks of

distributed users communicating with static centralized control. This

sort of communications is made practical by the ability of

microprocessor and computer's capabilities to quantify, transmit and

store, information at high speed.

When multiple users have access to a single network, access may be

divided in time, frequency, or encoded information. The GOES system

uses discrete channels. Conflicts in time on a single channel are

avoided by one of the three types of multiple access protocols:

1. reservation (self timed)

2. polling (interrogated)

3. contention (random access).

NESS has elected to test all three types of protocols. Only the random

access protocol allows the user both to report based on locally observed

events and to avoid the significant expense of receiving capability.

Although a number of articles have addressed the performance of

communication networks, the basic findings of Abramson (11, 12, 15) and

others (13, 14, 20) are especially germane. The key to the

applicability of these results in analyzing the GOES system is insuring .

that the system is compatible with the assumptions in which the analysis

are predicated. For the GOES system, the regulations and certification

standards for radio sets imposed by NESS insure that most of the
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asssumptions can be satisfied -- for example, transmissions of a fixed

length, or uniformly random message starting time. Recall, however,

that because some types of platforms might not transmit only randomly,

and because users can inadvertently synchronize transmissions, NESS 
must

carefully regulate system use to insure that key assumptions are not

violated. The rate of arrival of transmissions at the satellite is an

extremely important factor, and the previous assumptions have to be

satisfied.

Although the literature has successfully provided models of network

performance, pure contention cases in which undetected transmission

failures can occur have been analyzed only in the NESS User's Guide (b).

Moreover, the previous analyses, with the exception of some limited

simulation studies done by Sutron Corporation for the New England

Division, Corps of Lngineers (4), have addressed network performance

merely assuming given platform transmission rates. In reality, the

platform transmission rates are a function of sensed climatic

information, platform characteristics, and user selected input

parameters. This transformation of sampled data to distributed reporting

rates is non-trivial, and is one of the major research concerns of the -

current project.

Figure 3.2 presents one possible representation of the communica-

tions system of interest to the Corps of Engineers and NESS. One

driving force for system performance is the climate to be sensed and

reported. At the user level, a network of platforms is installed to

provide information for reconnaissance, planning, and real time control.

These platforms are subject to constraints imposed by the authority
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controlling the network -- for example, message formats and unit

loadings. At the control level, channel access and assignments are

established. A number of measures have been used to determine the

performance of such a system.

These measures include but are not limited to:

* reliability -- the rate of success of that a message being

received without interference;

* timeliness -- the delay from initial transmission attempt

until the information is available to a user;

* efficiency -- the level of utilization of channel capacity,

perhaps as measured by number of users of a particular type;

and,

*equity -- fair allocation of resources among users.

Given climate, platform characteristics, and network attributes, one

important goal is to forecast network performance as summarized by

selected measures. Given the inputs, user, and control decisions, a

descriptive model would be a simulation of network performance. A more

difficult problem which will not be addressed in the current research is

that of optimization of network performance. That is, finding the

"best" set of user and control decisions to achieve selected network

performance goals. The difficulties of optimization lie in that the

above measures of performance are poor surrogates of the value of

information during the ultimate use of the data.
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loadings. At the control level, channel access and assignments are
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* reliability -- the rate of success of that a message being
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*equity -- fair allocation of resources among users.

Given climate, platform characteristics, and network attributes, one

important goal is to forecast network performance as summarized by

selected measures. Given the inputs, user, and control decisions, a

descriptive model would be a simulation of network performance. A more P

difficult problem which will not be addressed in the current research is

that of optimization of network performance. That is, finding the

"best" set of user and control decisions to achieve selected network

performance goals. The difficulties of optimization lie in that the

above measures of performance are poor surrogates of the value of

information during the ultimate use of the data.
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3.b Models for GOES Network Performance

The GOES data collection system introduced in Chapter 1 consists of

distributed data collection platforms, using a satellite communications

line, to transmit sensed data to a central ground station (or stations),

and ultimately to end users. A schematic of the implied communications

network is shown in Figure 3.3.

The National Earth Satellite Service (NESS) has established a

number of conventions which regulate the manner in which the network may

be accessed. The basic strategy has been that of packet-switching or

dynamic allocation. This format facilitates relatively decentralized

communications and control. Part of the strategy has also been to

divide the uplink band into 233 channels -- so-called frequency division

multiple access. Platforms can then be assigned to separate reply

channels, thereby to a certain degree eliminating multiple access

conflicts, at least in the frequency domain.

Currently, NESS is using pure strategies, i.e., all platforms

assigned to the same channel are subject to one of the same three

protocols described in the previous section. The above NESS protocols

are subsets of the reservation, polling, and contention strategies

described earlier. Note that the links between user and the ground

station have not been closely examined.

The reservation or self-timed approach restricts data collection

platform access to predetermined time slots. Normally, the slots are of

1 minute duration, and platforms are restricted to 8 slots or minutes

per day. This 8-minute time allocation per platform is a management
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concept for allocating time on channels equitably, and is known as the

unit load. Typically, a self-timed platform does not have to receive

signals from the satellite, provided the platform contains a

sufficiently accurate clock, so that the timing of transmissions is

stable. Note that the static reservation system selected is intended to

eliminateconflicts -- but only 180 platforms can be assigned per O

channel, and there is no adaptive reporting.

The interrogated system allows the ground station to poll or query

users when a report is required. One of two frequencies is employed for .o

polling depending upon the operational satellite being used. Naturally,

each data collection platform must have the ability to receive satellite

signals. This can be costly, or infeasible, given the remoteness of -

data collection sites and the availability of reserved or random access

alternatives.

The random access protocol available to GOES users allows pure u

contention among users for channel access. Users independently decide

to transmit, subject to the constraint that the total time of

transmissions per random reporting platform does not exceed the unit

load. Since most random reporting platforms also transmit in a self

timed mode, the 8 minute access time is further restricted to:

a. 6 minutes on a self-timed channel,

b. 2 minutes on the random access channels (average of

5 seconds per hour).

The message formats are user defined. In the NED application the

standard message is approximately 3 seconds long. The time of transmis-

sions is taken to be uniformly random.
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kecall that because each platform is reporting independently, the

possibility exists that a message from one platform may collide with

those of other platforms sharing the same channel. Most of the analyses

of ALOHA type systems (see previous section) assumed bidirectional

communications, allowing users to listen and hear whether their

transmission attempts were successful. Should an unsuccessful attempt

be detected, the user could always retransmit. Random access users on

the GOES system are not equipped to receive satellite broadcast.

Accordingly, users of the GOES system must either tolerate lost

transmissions, or adjust their transmission rates to compensate for the

lost transmissions. Adjustments suggested in the "Random Reporting

Users Guide" (6) include message repetition which effectively increases

transmission rates, or concentration of messages, leading to larger

message units. These adjustments are critical to the success of a

unidirectional random reporting system which requires a high level of

reliability. Analysis of this type of pure contention system has

largely been in relation to GOES satellite services.

The protocols described above have been developed to achieve

reliable communications in a multiple-access mode by partitioning time,

and are referred to as time division multiple access (TDMA). An

alternative means of random access can also be obtained through

frequency division, where signals are partitioned over on frequency

spectrum. This is termed frequency division multiple access (FDMA).

For large networks in which users (DCP's) have a high ratio of peak to
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average data telemetry requirements, such as that of most event based

environmental measurements, the TDMA pure contention protocol provides a

powerful means of sharing communications resources (10, 11, 14).i

Next subsections will describe analytical performance models for

the two most popular random access (contention) protocols. These are

the slotted and unslotted ALOHA systems, the latter corresponding to the

mode of operation selected by NED. Emphasis will be given to unslotted

ALOHA's and methods to improve their performance.

3.5.1 Analysis of Unslotted ALOHA Reporting Schemes

A number of researchers have analyzed performance of contention

or ALOHA type systems. Abramson (12) provided the first formal

presentation of unslotted ALOHA channel performance. Work by Abramson

(11, 12, 15), Lam (14, 20, 23), Kleinrock (26, 27, 28) and others (13,

16, 17, 18) has contributed to development of an understanding of random

reporting. Recently, the Sutron Corporation (11) and the Water and

Power Resources Services (6) have developed analyses which more

comprehensively address the GOES network.

Most analyses have focussed on a critical period (peak loading) of

the network. The following are assumed to be known:

i

V
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N = number ot piatforms assigned to tne channel.

xi= average transmissioi rate from platform i (trahisrissions/

second)

X - average transmission rate from N platforms =  . Ii

T = duration of transmission.

The focus has been on the network of platforms on a channel -- and

not the manner in which the rates are determined by user level decisions

or climatic inputs.

A transmitted message can be received incorrectly or completely

lost due to two different types of errors: (1) random noise errors and,

(2) errors caused by message overlap (12). Most researchers have
S

concentrated on errors of the second type and the same approach will be

taken here. Accordingly, a message is lost if transmissions from one or

more platforms collide as illustrated in Figure 3.4. Define D as the

interval between transmissions. If a single DCP sends a message of

duration T (T much smaller than D) with starting time uniformly

distributed in D, and if all DCP's act independently of all others, then

the probability of collision (failure) is the ratio of collision

interval to D.

- 2T (3.1)

where P is probability of failure and a pair of DCP's have been

considered at a time.
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The complementary probability, that of the pair of transmissions

not colliding is:

q =1 2T (3.2)

Equations 3.1 and 3.2 then effectively represent success and

failure probabilities of a classical Bernoulli experiment (one where

only 2 outcomes are possible). If there are N stations; the probability

of no tailures then follows the well known Bernoulli distribution. We

are asking for no collisions in N (number ot stations) experiments. Ihe

result, due to the independence ot stations, is:

P = qN = (1 - T)N (3.3)

where PS is the probability of no interference among the N stations or
effectively tne probability that any station will successfully transmit

a message. The complementary probability of failure, Pf, for any

station in a Tield of N is then,

*|

Pf = 1 - (1- 2T)N (3.4)

The term ot the form (1 - X)N in the aoove equation for JXJ < 1, can be

expanded in a series as,

5
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X2 X3

(l X)N = 1 - XN +2T N(N-I) - - 1 N(N-2)(N-2)

S 4! X 4 X

If N is large, then that series approximates the exponential 
form e-XN

since it is given by e-NX = I - X +X 2 N " T. + For large N,

Equation 3.3 then becomes:

U 2T

Ps = e (3.5)

and

-2T N
Pf = - e (3.6)

Since in the above N is large and transmission times are random,

which leads to random times between transmissions, then we can

define

NN
A = i (3.7)D i=I

which can be interpreted as an average rate of transmission of the network or

the average rate at which the satellite receives messages. Using 3.7

the probability of successful transmission for a station in a large

network is

Ps = e-2xT (3.8)
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Probabilistically, the result corresponds to the asymptotic

covergence of the Binomial distribution (Equation 3.3) into the Poisson

distribution (Equation 3.8). As the number of stations becomes large

the arrivals of messages at the satellite becomes a Poisson process with

rate A. The probability of x arrivals at the satellite in time t is:

(At)xe
-At

PLx] = X! (3.9)

A valid question is how large N has to be to make the Poisson

approximation valid. This depends on the value of - T  Since T is
D

on the order of 3 seconds and D is at best on the order of 10 minutes,

2T is at most on the order of 0.01. The following table illustrates the

approximatiun.

N (1-.0 1)N e- .O1N

1 .99 .99

10 .9044 .9048

20 .8179 .8187

30 .7397 .74

200 .1340 .135

Clearly the results are extremely good over a wide range of N values.

It will remain so as long as 2T/D is small.
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Given the above, the discussion can be reoriented to the point of

view that arrivals of messages at the satellite are in fact Poisson

distributed. A corollary statement is that the time between arriving -0

messages is exponentially distributed

fD(D) = Ae" D (3.10) -.

where D is the time between nessages.

In order to re-develop the analysis then make the following

assumptions (6):

1. There are relatively large number of platforms assigned

to the channel, N > 50 according to (6);

2. No platform uses a la-'ge amount of the available

transmission time [reference 6) suggests TAi < 0.1];

3. The average rate of reception at ihc satellite, A.

is constant for the time period of interest:

4. Starting time of transmission arrivals at the satellite

is statistically independent of the starting time of

other transmission arrivals.

5. Transmissions are of a fixed and equal length, T.

6. Errors due to random noise are negligible, but if a

transmission overlap occurs, all information is lost.

V
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Let:

= average number of transmissions attempted in T seconds,

the channel traffic or loading

S = the average number of successful transmissions in T

seconds, the throughput

Ps = the probability of success of one transmission.

Then by definition

G = xT (3.11)

Also,

Ps = S/G (3.12)

That is, the probability of success is simply the average rate of

success of transmissions.

Because transmission deviation for all users or platforms is I

assumed constant, a single transmission starting at time t will be

successful if no other transmissions occur in the interval t-T to t+T

(see Figure 3.4). That is

I no transmissions transmission

Ps probability in interval at t 1
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where P[AIBJ stands for probability of A given that B occurs. Since

starting times of messages are assumed independent, the probability of

no transmission at time t is also independent. Therefore

Ps = probability no transmissions
in interval ]

U

The likelihood of this event depends on the rates and distribution of

message generation.

But from Equation 3.9 the probability of no arrivals in interval t

is,

P[X=O] = e-t (3.13)

Accordingly, for an interval of duration 2T,

Ps = e-2 xT (3.14)

That is, the probability of success of one transmission depends only on

the network transmission rate and message duration. Substituting from

the definition of Equations (3.11) and (3.12), it is easily shown that

Ps = e'2G (3.15)
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S = Ge-  (3.16)

That is, the probability of success and the channel throughput can

easily be related to the channel loading.

Figure 3.5 displays equations (3.15) and (3.16) as a function of

channel loading. Observe that channel throughput is maximized at 0.184 5

when the overall channel loading, G, equals 0.5. At this level of

loading, channel utilization efficiency is maximized; however, the

network is relatively unreliable, with the probability of success of a

single transmission only 0.368. O'serve that Ps decreases monotonically

as channel loading increases.

Figure 3.6 displays the tradeoffs between reliability and S

throughput, a measure of efficiency. Assuming both higher

levels of reliability and throughput are preferred, all channel loadings

higher than 0.5 are dominated -- there exist better alternatives at

lower loading levels. The decision maker must then tradeoff

high reliability for efficiency, and vice versa. The overall channel

loading selected must represent a compromise between these two

conflicting objectives.

If the user chooses to operate at a channel loading, G, of 0.5,

then it is possible to make a statement on the maximum allowable number

of stations. Remember G = AT, where
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N
A= L i = NA

and A is interpreted as an average transmnissiun rate (transmissions per

unit time) for all N stations. Then choosing G = 0.5 leads to

0.5= NKAT

or

Nmax (2T)"  (3.17)

In the above it is assumed that a) Xis a known, fixed quantity; b) T is

the same for all stations; and c) a reliability (probability of success-

ful transmissions of only 0.368 is acceptable.

Figure 3.7 illustrates Equation 3.17 for different transmission
S

lengths and average station reporting rates.

3.5.2 An Improvement in Performance: Slotted ALOHA Systems

The unslotted ALOHA system suffers from low probability of

successful transmissions and low channel utilization in terms of
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throughput. Several modifications to the system have been suggested. A

popular, well studied, alternative is the slotted ALOHA system (11,

10, 12, 14b). The principle is to introduce some order into the otherwise

completely random ALOHA system. The order comes by dividing time into

slots of duration equal to the transmission length. DCP's are then

allowed to transmit synchronously with the beginning of a slot.

Otherwise, DCP's still perform independently from one another. The result

of this time slotting is that failure or loss of messages occurs only by

complete and exact overlap as illustrated in Figure 3.8.

Following Abramson (11), the analysis of this system follows.
th

Define G. as the probability that the i DCP will transmit in a

particular slot. Given N independent DCP's, the total normalized

traffic in the channel is

N

G G. (3.18)i=l

Define as Si the probability that the i DCP is the only orn(

transmitting in a given slot, Si < Ci The total normalized chdi,.ci

thruughput is then

N
S Si (3.19)
i=l
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The probability of the i DCP sending a message and successfully

completing it among the N independent DCPs is

N
(1 - G.) (3.20)

j=l
jti

which is just the product of the probability that the other N-l stations

do not transmit in that slot.

Using the definition of Si, it must then hold that

4 u

N
S G I (1 - Gj) (3.21)

j=l
j~i

But if all users are identical, from (3.18) and (3.19)

Gand S -S

i N i  N

so 3.21 yields

S =G(l- - (3.22)

which as N + results in

64



p

S : Ge-  (3.23)

Notice that if the Poisson message arrival assumption is accepted, P

Equation (3.23) could have been arrived at very quickly. Total

throughput, S, must be total traffic times probability of successful

transmissions,

S = GPs

But according to the method of failure described in Figure 3.7, a

successful transmission results from no transmissions in interval T,

which from Equation 3.9 results in

Ps = P[OJ = e- T (3.24)

where A is the total average message arrival rate. Using the

definition of total traffic as,

G = AT

then (3.24) results in

Ps = e - G

or S = Ge-G as previously obtained.
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The perforr.iance of d slotted AHOHA (Equation 3.23) is compared to

an unslotted (pure) ALOHA (Equation 3.16) in Figure 3.9. A maximum

throughput ot 0.368 is achieved at a traffic of G = 1. The probability

of successful transmission remains 0.368 at this maximum throughput

condition.

The difficulty of the slotted ALOHA system in terms of C of E

applications is the requirement of accurate timing devices sufficiently accurate

to maintain sychronization of messages and slots. This added expense is

significant; the system is also more apt to destabilize and will

require higher maintenance.

3.5.3. Improvements in Unslotted ALOHA Performance

NESS and C of E have essentiallv selected the unslotted ALOHA system as

their method of random reporting. In fact, for bursty, short messages

typical of environmental applications, the unslotted ALOHA,

random reporting, system approaches or surpasses the efficiency, in

terms of channel utilization, of operational protocols requiring more

expensive and sophisticated equipment. This is acknowledged by all

investigators and illustrated in Figure 3.10, wnich plots channel

efficiency versus message length for various protocols, incluaing random

reporting with various success probabilities.

Many valuable results have been reported for random (unslotted

ALOHA) reporting. Abramson (II) shows how total channel throughput can
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sicniticantly be reduced (below the 0.184 maximum) if messages of the

various DCP's are of different lengths. In this report message lengths

will be assumed the same for all users. Metzner (16) shows that

throughput can be increased (by about bU percent) by grouping

transmitters into high and low power sets. The concept is that although

collisions may occur, high power transmissions may override low power -.

ones and still be received correctly. We will continue using the con-

servative view that all DCP's have the same power, and coilisions lead

to complete loss of data.

Sant (13) studies random reporting both by relaxing the assumption of

exponential inter-arrival times and by letting each DCP have an arbitrary

distribution oT message transmission. He shows that when the traffic

ioad, Gi, of each station i is small, relative to tne total traffic G

(the common case), tne throughput becomes the same as that of the

unslotted ALOHA system (Equation 3.16). Furtnermore the throughput will

always be bounded by the unslotted anJ slotted ALUHA results (between

Equations 3.16 and j.23). In summary the Poisson arrival moael is very

robust in a statistical sense.

For the Corps and most environmental data users the main concern is

the low reliability of message reception achieved with the random

reporting scheme. The NESS Users wuide for Random Reporting (6)

proposes three methods to increase probability of successful

transmissions without changing protocols.

1. one short transmission per message: so as to achieve high

probability of success for a single transmission (i.e.,

G = 0.025 leads to Ps = 0.95).
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.. K short transmissions per message: random spacing of the

identical messages to raise probability that at least

one of the K trials was successful. This effectively

leads to increasing transmission rates by K while keeping

message duration constant.

3. K messages in one long transmission: append last K-1

messages to current transmission, leading to K

opportunities (trials) to successfully receive

the data. This effectively increases message duration by 4
K and keeps transmission rates constant.

The first method can be analyzed directly using Equations (3.15) and

(3.16). Methods 2 and 3 require the following fairly simple extension.

Interpret transmission as an independent trial. Define

P = probability [one or more successes in K trials]

= 1 - probability Lno successes in K trials]

Assuming Bernoulli trials

KS

P = 1 - ( - P S)K (3.25)

Substituting from Equation (3.15):

P = 1 - (1 - e'2G)K (3.26)
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This equation can be used to evaluate the effect of message rep. ion

on channel performance. For method 2 the effective total traffic, is

G = N(T0 + T,)KC where A is the average transmission rate of a station

in the network; T0 is some overhead time associated with each

transmission; and T is the duration of data transmission. For method 3,

G = N A (T0 + KT).

Figure 3.11 shows, assuming a target reliability for one or more

messages of P = 0.95, X = 1/hour, and T = 2, 4, and 8 seconds, the

maximum numbers of identical platforms that can share a channel under

various repetition regimes. Note that Method 3 always provides a

greater number of platforms for a given level of reliability than Method

2 or Method 1, the poorest of the three alternatives. Figure 3.12

provides similar results when the target probability of success is 0.99

For the cases shown, up until roughly K = 3 to 5 repetitions, the

number of platforms able to share a single channel increases

dramatically. Beyond this point, the increase in number of platforms

able to share a channel is very small. For large K, this number will

actually start to decrease as the channel becomes heavily loaded. This

gives guidance as to the optimal number of message repetitions.

If efficiency (numbers of platforms) were the only objective, then

Method 3 should always be employed for the given example, which

approximates GOES hydrometeorological system user characteristics.

Nevertheless, recall that another criterion is the timeliness of message

receipt. Under Method 1, or cases where K = 1, there is no delay
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between message receipt and transmission. Under Method 2, a constant 0

one-half hour delay is observed (for the T = 2 seconds case). Under

Method 3, the average delay increases as a function of the number of repi-

titions as (K - 1) x 1/ hour. Clearly, if timeliness is a concern,

the user taces a tradeoff between timeliness and efficiency.

The Users Guide for Random Reporting (b) recommends Method 2 based

as ottering the best compromise between timeliness and efficiency, and we 5
agree. Furthermore, that document correctly recognizes from the figures

that with a channel loading of G = 0.25, three and tive repetitions

virtually guarantee 95 and 99 percent success probabilities

respectively. Higher loadings and repetitions lead to diminishing and

insignificant improvements in the number of platforms possible. Using

that criterion and the definition of G leads to

G = O.Zb NKXT

or the maximum number of stations is:

N = (4K-xT) -1  (3.27)

4]

With K equal to 3 and 5 repetitions, with Nmax or fewer stations, success

probaDilities should be at least 0.95 and 0.99,respectively.

73

J
4i



Equation 3.27 is a good criterion and will play a major role in the

analysis of the next Chapter. As it stands, it requires that T, the average

station reporting rate, is a known fixed quantity. This is not the case when

DCPs adapt to temporally and spatially varying hydrologic events.

J
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Chapter 4

Network Desigrn Criteria and Analysis Procedures

4.1 Introduction

Chapter 3 discussed the tools and techniques that have been

proposed for the study of random reporting networks. Chapter 2

described the nature of Data Collection Platforms and their use in

monitoring environmental data. In this chapter we intend to establish

guidelines for the design of a national network of DCP's.

It was obvious in Chapter 2 that the number of active data

collection platforms is expected to increase dramatically over coming

years, with numbers on the thousands foreseen in the near future. For

the Corps of Engineers, NESS, and other users, this presents a major

planning and logistics problem. Some of the issues that will arise are:

1. Allocation of satellite channels (frequencies) to users.

2. Efficient distribution of data in the satellite-user

leg of the communication system.

3. Reliability of hardware and communication links.
- I

4. Fair distribution of resources and satellite access.

5. Control and policing of users'actions that may lead to

system failure or overload.

6. Insure equitable and reliable message reception for

various users while maximizing utilization of resources.
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This work really addresses point number 6 above. It is assumed

that:

1. NESS will provide a limited number of frequencies to be

used in random reporting, limited with respect to the

number of users.

2. The communication downlink between satellite and user is

not a problem.

3. Hardware reliability is good.

4. Control and policing activities will develop and conform

to the assumptions made in the nation-wide network design

algorithm. This last point is particularly important

since, as was discussed in Chapter 2, the options on DCP

configurations and reporting algorithms are practically

infinite. It is expected that C of E will have to maintain

some control on this configuration so as to satisfy

design assumptions as closely as possible.

Point 6 remains a problem because it cannot be addressed solely

with the procedures discussed in Chapter 3. There it is assumed that

all DCPs are transmitting at a known rate. In fact, the reporting

will adapt according to the magnitude of environmental excitation.

It would be possible to make the assumption that all stations respond at

the maximum possible rate. Given the fact that rainfall and runoff (the

e environmental inputs of most interest to C of E) vary widely in space and

time over the continental U.S.A., such an assumption would be extremely
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conservative and an expensive proposition. Notice from Figure 3.11 that

assuming a modest transmission rate of 1 per hour, 3 repetitions, 2

seconds messages and the recommended loading (G) of 0.25 to achieve 95%

reliability, the maximum number of stations per channel would be about

150, a number not much above the needs of a single C of E district.

This chapter will propose a methodology to explicitly include the

variability of environmental parameters in time and space in the

decision of how to allocate channels to users. The methodology is of

descriptive nature. Given a set of parameters, e.g., possible reporting

rates, number of stations per user, climatic characteristics, message

duration, etc., the procedure will evaluate the level of performance of

the system. An alternative would have been a prescriptive model that

would configure the network so as to optimize a given set of objectives. V

This approach was not taken due to the difficulties in quantifying the

Wssibly many and conflicting objectives of users and managers.

Many of the ultimate design decisions should remain functions of

unquantifiable policy goals.

The methodology is not a simulation model. This approach would

have been unjustified given present uncertainty on number and possible

locations of stations and given the nature of data available.

Computationally it would have become an unwieldy exercise that could

obscure results rather than illuminate them.
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4.2 Streamflow versus Raintall

The Army Corps of Engineers and other users are in fact mostly

interested in river aischarge. Data Collection Platforms can be driven

by streamflow or rainfall. Streamflow is, nevertheless, a very local

behavior. The river basin and sub-basins are filters that transform

high frequency rainfall into low trequency streamflow. Although it may

be raining over a large area, the affected river basins transtorm this

input ditferently. They introduce time delays and storage effects so

that even a highly correlated spatial input will result in uncorrelated

hydrographs, time distribution of discharge at various points will not

coincide at all within or among basins. So the use of rainfall as the focus of

the methodology tends to overestimate the response rate and correlation among

platforms. Rainfall will probably require high sampling rates

concurrently over large areas to an extent not probable with streamflow.

Due to the local nature of streamflow, it makes no sense to

generalize behavior. It only makes sense to talk about response where

the stations are located. At this point it is not known where stations

are located and furthermore it would be an unmanageable task to looK at

all local behavior over thousands of locations even if the sites and

data were available.

Streamflow behavior is also so dependent on antecedent conditions

that generalizations of behavior from rainfall analysis seem unwise.

In summary for this project rainfall was chosen as the DCPs' triggering

phenomena. It is a conservative assumption in terms of DCP performance; data is
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easily generalized due to its homogeneous characteristics over areas and

its statistical stationarity over the time scales of interest; and as

will be seen, reasonably good data sources are available.

Acknowledgeably, this decision will introduce several problems of

operational nature. One is how can C of E district officers "translate"

reporting rates associated with discharges to rates associated with

rainfall. Second is the decision over what time step rainfall is going

to be studied. These issues will be discussed in Chapter 6 and 5

respectively.

4.3 Network Uesign Algorithm

Several assumptions are made in the suggested approach:

1. A "user" is defined as a Corps of Engineers District or any

other non-overlapping geographical unit.

2. All users emoloy the same message length and will strive for

message reliability using repetition method 2 as

described in the "Users Guide for Random Reporting" (6) and

Chapter J. The number of repetitions is taken to be at least

3, the same for all users.

3. All stations within a user have the same adaptive reporting

rate algorithm. This implies the same "threshold and slope"

parameters. Different users can have different parameters.

4. Trading of unit loads between users will not be allowed.
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5. Each user will attempt to use up to their available unit

loads. A unit load is presently detined by NESS as 120 sec.

per day per station or 5 sec. per hour per station. This is

considered a parameter in the technique in that it can be varied.

6. Each user will design its network for a "worst" local
S

condition. The meaning ot "worst" will be expanded later; it

refers to possible combinations of reporting rates.

The approach taken identities two constraints in DCP deployment and

use.

1. NESS limits each user by the unit load concept. Therefore,

each user cannot exceed its quota.

2. Message reliability has to be reasonably high for all users.

The reliability of each user is very much dependent on other

users, even though each user operating alone would not run

into a reliability problem.

With the above in mind the network design is taken in two steps:

one local and one national. At the local level each user configures its

network by selecting the criteria of maximizing its information, i.e., using

as much of the unit loads available to him. At this level reliability

will rarely be a problem, but it will be checked. At the national

level, all users, after their local design, must satisfy a given level

of message reliability. If the national network fails to satisfy this

reliability level, the design reverts to the local level where

adjustments in number ot stations and/or reporting rates must be made.

How to allocate these adjustments will be further discussed.
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4.3.1. Procedural Details

The underlying difficulty in the above outlined design philosophy

is that the DCP's are activated at various reporting rates by a random

climate. Therefore, the local and national constraints can be

nationally satisfied only at a given level of probability.

The unit load limitation was discussed in Chapter 3 and is

presently established by NESS. Reliability will be tested using the

results given in the "Users Guide for Random Reporting" and Chapter 3.

Based on good analysis and rationale, it was there concluded that 95%

reliability could be achieved by using repetition Method 2 with 3

repetitions and a channel loading of 0.25. Channel loading is defined

by

G = N K T T (4.1)

where A is the avpraoe station reportinq rate of the system in messages

per second, T is the message duration in seconds, K is the number of

repetitions and N is the number of stations. A reliability of 99% could

be achieved by repeating 5 times and having the same channel loading.

With the above, it followed that for a known average station reporting

rate, A (transmissions per second), the maximum number of stations

possible (and still maintain reliability) is,

Nmax = (4 K3 T)-  (4.2)
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Notice, though, that due to the ratIou climate, A it a rmdo,,h

variable. Thcrt.;WrL, uriless A is taken dt ht. u, tremely constrvaLlv

mainximum possiblc value, there is a firiit. pulbilbnity of havir.(

(4 K A T) > Nnax which will !L&(: t. Ic .t reliahiCiV,. TI:e

probability uf this occurrence is ! dcsiy[ criterion.

4.3.1.1 Local Design

A user will proceed as follows:

1. A number of desired stations, Nj, is fixed, based on need,

tradition, etc. Subscript j indicates the user.

2. User j unit loads are given by

N.

K'ij 3600(spr/hr)*T(sec)/5(s(:(/ir,/u...)
i l

where Aij is the number of messages pt.r" scccnd at station

i of user j. There are 5 secunds per hour per unic iuao.

The above is reformulated in light of the randomness of

Aij as:

K'A. * 3600 * T/5 < I with probdbility P (4.3)

whert jis a random variabiL ItPI sCrting the average

transmission rate of user j 'stations and is giver, L :
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iI

jJ

N. XA.. (4.4)- N.j =

3j is a ranoom variable because each station response rate,

ij' is unknown and dependent on the precipitation input.

For reasons that will be apparent in Chapter 5, when the

available climate information is discussed, the adaptive

reporting algorithm will be modified so that Aij can take one

of n values, depending on the rainfall accumulation of a

rainfall event. For the sake of clarity, take n=8. So,

A = {blj'b2j b3j' b4j'bsj'b6j'b/j'b (4.5)

The eight rates could depend (for example) on the following 8

rainfall conditions in any one station, respectively: 1) no

rainfall (or < 0.01 inches), 2) rainfall between 0.01 and C.5

inches, 3) rainfall between 0.5 and 1.0 inches, 4) rainfall

between 1.0 and 1.25inches, 5) rainfall between 1.25and 1.50

inches, 6) rainfall between I.E and 2.0 inches, 7) rainfall

between 2.0 and 3.0 inches, and 8) rainfall greater than 3.0

e inches.
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Equation 4.4 is a sum of random variables with

distribution that will tend to normality reasonably fast as N3

increases, given that the distribution of total rainfall in

each location is generally accepted to be nearly gamma

distributed (31). Assuming normality the parameters

required to fully define the distribution of x. are then its

mean ard variance.

The mean of A ic niven by:

N.
x - x ij (4.6)jNj i=l

wherp A.. is the mean reporting rate at each station of user

j. This mean is given by

ij blj.P [no rainfall in i]

8

+ I b P [rainfall in interval i and
t=2 'J it rains in i]

(4.,)

The notdtion P[.] implies th. prubability of the event

described within brackets.

The variance of s i,
84
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N3

Va rL['1 (iWii)2 Var(Ax.) + $ cOv(i1,'i2
:11 ii 2  12

(4.8)

r In the above the variance of Aij is given by

Var[x ij] = (bij - Aj 2 P [no rainfall in i]

8 j2 .

+ I (b, - 2 P [rainfall in interval J andz=2 2 it rains in i]

(4.9)

The covariance between point i1 alid i 2 of user j, cov(il,i 2 )

is given by:

cov(il,i 2 ) = E [(Xi j  A )(Xi2J = i2J) ]

= (b1 j A Ai.)(b1 j - Ai j ) . P Fno rain in i and no
2j) P rain in i2]1

8
= + (b1 j - A i )(b. -0 ..) . P [rainfall in interval
x=2 L12.1 k and it rains in i

and not in i1  2

8
+ Z (bej A .)(b -iA.) . P [rainfall in interval

2 Ij  lj 12 I and it rains in i
and not in i2]

8 8
+ (bp.. - Ail)(b. -A..). P [rainfall in

2 1 2 l l 2 i 1. interval xand it rains in 1
and rainfall in
'"Tinternal z and
it rains ig i2]

(4.10)

where E means statistical expectation.
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RU"Lsorily assuming that the rainfall amounts dre independent

"nd only the occurrerci- (or rot) of rainfall aII kre in

space is dependent, some of the probabilities in (4.10)

s impl ify:

P[rainfall ir, interval x and it rains in ii ai,C rct in i2]

- P[rain in interval xirainfall in i .P [rainfall in i1
and nct i, i2

2JJ
P[rainfall iii interval R,1 and it rains in iI  a nd rainfall in

interval x2 and it rains in i2]

P[rainfall in iitcrval i irains in i 1.P[rainfall in interval
t Irain in i2] . P[rainfll i, iI an ini 2].

The notation P[AIB] signifies probability uf event A given

that uvent B occurs.

3. With the mean and variance cf '. now defined, the user canJ

draw its distribution as in Figure 4.i.
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Figure 4.1: Probabilistic Distribution of xj

3l

The user solves the unit load equality implied by Eq. 4.3,

5 (4.11)7607-K

and plots it in Figure 4.1. The area under the curve up to

- is the probability that a reporting rate less than or equal

to X is observed. If this area is greater or equal to Po

then the user desired N. and reporting rates (Equation 4.5)

are acceptable. If not, N. must be reduced or the possible

reporting rates reduced until the criterion is s;.cisfied.
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4. Once the unit load inequality of Eq. 4.3 is satisfied at a given

probability level, the user may use Equation 4.2 with his

chosen N. to obtain

, 4 N.T (4.N T)

If V! > , then the user is satisfying unit loads

limitation with message success probabilities of 95% or more S

with probability P0. If-" < -V then the cross hatched area

in Figure 4.1 gives the probability (less than P0 ) that

successful messages be received 95% of the time. If this

probability is unacceptable, the user's only choice is

to further reduce N. or the report.. ,_ rates.

4.3.1.2 National Design

At the national level, the premise is that unit load restrictions

are satisfied and the issue is to achieve a given level of message

success at a given probability level. Using Equation 4.2 on a national

scale:

= .0/4 N T K (4.13)

where N = Z N. and Jo means that j is an element in the set J of DCP's using
jcJ

a common channel.

The rate T, is the average station rate that would be required to

achieve 95% message success probability in a system with deterministic
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response rates. Given the variable national climate, in fact the -

average national reporting rate per station,

N
1j (4.14)

is a random variable, again with distribution approaching normality.

m is the number of users in set J.

The mean of T is,

A A. (4.15)
S j j j

where xj was given by Equation 4.6.

The variance of T, var(T), is

1g

Var [T] 2 var [-Wj]
m jeJ

+ I 1 N cov(i1, i2 )m Jlej j2cJ NjNj 2  i Nl 2EN

il t j2

(4.16)

where the terms h3ve been previously defined. Having

A and varLij, the distribution of T can be drawn as in

Figure 4.2.
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Figure 4.2: Distribution uf National Reporting

Rate "

!j.

If W,, as given by 4.13 plots in Figure 4.2 such that the area below

it is greater or equal than to a pre-specified level Pl' then the

National system satisfies all criteria: all users satisfy unit load

restrictions with probability P0 and national system achieves 95/ (or

whatever chosen level) success rate with probability P1. If the area

under A, is less than P1 ' then the alternaLivcs are:

S
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1) try a uitferent co,.6inatiun of users in the channel, a
l

a different set J.

2) require users to reduce the reporting rate.

3) and/or reduce the total number of stations in the

national network by requiring users to reduce their

number of stations.

There is a political and equity issue unsolved in going back to

users to force redesign, if it comes to that. Within the proposed

scheme, equity would be defined by making the distribution of A. (Figure

4.1) look the same for all users j. Clearly, though, this objective is

flawed since it could possibly force some users to increase rates and

nrulibers of stations. Therefore, downward adjustments should

start with 1) users with large A. and large variance, var[ .J; 2) users

with small areas below A" in Figure 4.1; 3) users approaching the P0

criterion in satisfaction of unit load requirements.

911
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Chapter 5

Climatic Data Analysis

.5

5.1 Required Climatic Analysis

To perform the analysis presented in Chapter 4, we require the

definition of:

1) P Lno rainfall in i]

2) P Lrainfall in depth interval x and rainfall in i]

3) P [no rain in i1 and no rain in i 2 ]"

4) P Lrainfall in il and not in i,.]

5) P [rainfall in i2 and not in ill

6) P Lrainfall in iI and in i2J

Inherent in the formulation and in the above required probabilities

are several assumptions:

1) we havw information on storm accumulation;

2) the above probabilities exist for known locations

of DCP's.

Both of the above are not true, so approximations are required.

For the sake of feasibility, the dail rainfall accumulations are taken

as surrogates of storm depth. Clearly this is in error if multiple

storms occur in a day and/or if storms last longer than a day. We feel

that most important occurrences will be well represented within this "
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24-hour period. The choice will create operational problems in making

streamflow-rainfall comparisons, necessary to rationally obtain

reasonable and valid reporting rates, b1i, needed for analysis. This

will be addressed in Chapter 6. On the other hand, a 24-hour accumulation

of rainfall will lead to higher correlations in space, a conservative assump-

tion that will tend to limit allowable numbers 
of DCP's in a channel.

The assumption that potential locations of DCP's are known and that

the necessary data or probabilities exist is untenable. At best, the necessary

data will be available (as will soon be presented) over a reasonably dense grid

covering the conterminous United States. The agreement of grid points with

a future or existing DCP location would be coincidental. Given the above situation,

it will be assumed that available data (at points) are representative of a homo-

geneous climate over its "area of influence." Its area of influence will be

defined by its corresponding Thiessen polygon. It will then be assumed that

DCP's within a polygon have the probabilistic and climatic characteristics of

the corresponding data point. Since the locations of potential DCP's within users,

C of E Districts, are not known, it will be further assumed that they will be

uniformly distributed within each District. For example (see Figure 5.1), de-

fine N. as the number of stations in District j, in the Figure there are 2

districts separated by a sinuous boundary; define ai as the sub-area of the

Thiessen polygon i (i.e., data point i) within district j; and A.

the area of district j. Then, the number of stations in district j,

responding to the climate of data point i is,
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a -
ij = ." Nj (5.1) -

Say that in Figure b.1, if the area of district 2, A2 , were 100, with

a12 = 70, a32 = 25, and a42 = 5, and if lOU VCP were to be allocated -*

for District 2, then there would be

N 70 100"7012 T

DCP's responding according to the climate of point 1, and

N - 25100 2532TU

responding according to point 3 and similarly 5 (or N42) responding according

to point 4.

5.2 Climatic Data Sources

A search of literature and data sources yielded several good leads

in the statistics of rainfall over the U.S.A. A brief summary of these

sources follows:

1. Klein [32] gives a complete study of tracks (primary and
S.-

secondary) as well as the frequency of genesis of low pressure

9
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Figure 5.1: Schematic diagram showing two users
and four precipitation stations
with corresponding Thiessen polygons .
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centers (cyclones) over the Northern Hemisphere. This

information is peripheral, but it could provide qualitative

intormation as to where to expect correlation between the

occurrence ot storm events.

2. Jorgensen and Jorgensen, et al, L30, 31] use a data set

with 108 stations over the conterminous U.S.A. and 15 years of

record to:

a) give the probability of rainfall in any of the 108

stations, on a monthly and seasonal basis for any of S

7 different time periods in a day (0-6, b-IZ, 12-18,

18-24, 0-12, IZ-24, 0-24).

b) give the probability of rainfall depths in 7 S

intervals (0.01-0.1, U.1-0.25, 0.25-0.50, U.bU-l.00,

1.00-1.5, 1.5-2.0, 2.U or greater) conditional on

the occurrence of rainfall in any of the 108

stations for the 7 different time periods described

above for four seasons.

c) give the number ot "wet" and "dry" periods per S

station, per season.

d) hypothesize that climatic behavior over tne U.S.A.

can be divided in

-- east and west of the Rockies

-- and according to average rainfall

accumulation per wet period. v

e) hypothesize that rainfall depths are gamma

distributed.
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The original data set of Jorgensen is apparently lost and

efforts to obtain it failed.

3. A very complete data set was located at the University of

Illinois. Atter extensive discussions the following has been

concluded:

a) lhe full data set incluaes 51 tapes. Processing of

desired stations, including some accounting for data

errors is infeasible due to budget limitations.

b) A data subset of about 200 stations exists.

Unfortunately, this is storm data. The actual time of

storm occurrence is not preserved in the subset. uur

analysis is impossiDle without this information.

4. Some recent literature (34) argues that tne distribution of

storm areas may be obtainea trom point (station) information.

This applies to nomogeneous climatic regions. In order to use

this concept, we must make subjective assessment of these

regions. This is possible, but considered a secondary

approach to obtain the intormation we needed. p

5. The N;W.S. iechniques Development Laboratory uses a data set

containing about 10 years of data, in an hourly basis, for

about 2bU stations throughout tne U.S.A. The Techniques S

Development Laboratory cooperated in selling us this

intormation. The nature ot these data will be better defined

in the next subsection. It is important to state that this p

data set is the one usea to calibrate weather torecasting

models used by the N.W.S.
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It is important to note that Jorgensen, et al, (31) provide us

with the first 2 probabilities needed in this analysis. As Section 5.3

will discuss, it is possible to approximate all the necessary

probabilistic information from their analysis. A more complete approach

uses TDL's raw data. This alternative, although considerably more

computationally burdensome, was selected. It is discussed in Section

5.4.

5.2.1 The Techniques Development Laboratory (TDL) Data Set

The National Weather Service's Techniques Development Laboratory

compiles data for 255 stations: 236 over the conterminous U.S.A., 14 in

Alaska, 4 in Hawaii, and 1 in Puerto Rico. The data includes several

parameters, viz., precipitation, temperature, dew point temperature,

wind, etc., and is stored in 3 hour intervals. These data are utilized to

develop meteorological predictors which form part of the Multiple Output

Statistics (MOS) system (33).

The Techniques Development Laboratory agreed to sell a portion of

this data set. Analyzed were daily rainfall accumulations of the 236

stations over the conterminous U.S.A. The period of record available

consists of 9 years from October 1, 1972 through September 30, 1981.

An alphabetical listing of all stations is given in Table 5.1.

I
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Table 5.1: Names of Stations in Techniques Development

Laboratory Data Set (33)

STATION ID NUMBER

1 3103FI-AGSTAFF, ARIZ I
2 3012ASHEVILI.E, NC 2
3 3813MACON, GA 3
4 3820AUGIJSTA, GA 4
5 3822SAVANNAH, GA 5
6 3856HIJNTSVILLE, AI.A 6
7 3B6OHUNTINOTON, W VA 7
8 387OGREENVILLE, SC 8
9 3872BECKI-EY, W VA 9
10 3927FORT WORTH, TEX 10
11 3928WICHITA, KANS 11
12 39371-AKE CHARLES, LA 12
13 3940,ACKSON, MISS 13
14 3945COI..UMBIA, MO 14
15 3947KANSAS CITY, MO 15
16 4725BINGI4AMTON, NY 16
17 4751BRADFORD, PA 17
18 11641SAN JUAN, PRo 18
19 12B34DAYTONA BEACH, FLA 19
20 12835FORT MYERS, FL.A 20
21 12836KEY WEST, FLA 21
22 12839MIAMI, FLA 22
23 128410RL.ANDO, FLA 23
24 12842TAMPA, FIA 24
25 12844WEST PALM BEACH, FLA 25
26 12884BOOTH11L.LE, LA 26
27 12912VICTORIA, TEX 27
28 1291aNEW ORLEANS, LA 28
29 12919BROWNSVILLE, TEX 29
30 12921SAN ANTONIO, TEX 30
31 12924CORP'S CHRISTI, TEX 31
32 12960HOUJSTON, TEX 32
33 13722RALETrH-DtJRHAM, NC 33
34 13723GREENSPOROP NC 34
35 13729EI-KINS, W VA 35
36 137331-YNCHOURG, VA 36
37 13737NORFOLK, VA 37
38 13739PHIADEL.PHlIA, PA 38
39 13740RICHMONti, VA 39
40 13741ROANOKE, VA 40
41 13743WASHINOTON, DC 41
42 13748WIL.MINGTON, NC 42
43 13781WII..MINGTONr DEL 43
44 13865MERIDIAN, MISS 44
45 13066CHARI.ESTON, W VA 45
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Table 5.1: Cont.

STATION ID NUMBER

46 13873ATHENS, GA 46
47 13874ATI.ANTA, GA 47
48 13076DIRMINGIiAM, AL.A 4B -9
49 13877BRISTOI-, TENN 49
50 1308OCHARIESTON, SC 50
51 138BICItARL.OTTE, NC 51
52 13892CHATTANOOGA, TENN 52
53 13883COIUMBIA, SC 53
54 13889JACKSONVILLE, FL.A 54 -g

55 13891KNOXVII-LE, TENN. 55
56 13893MEMPHIS, TENN 56
57 13894MOBILE, ALA 57
58 13895MONTOOMERY, ALA 58

59 13B97NASHVILLE, TENN 59
60 13899PENSACOI-A, FLA 60
61 13935AI-EXANDRIA, I.A 61
62 13957SHREVEPORT, I.A 62
63 13958AtJSTIN, TEX 63
64 13959WAC0, TEX 64
65 13960DAI.I.AS, TEX 65
66 13962ABII.ENE, TEX 66
67 139631-ITTI-E ROCK, ARK 67
68 13964FORT SMITH, ARK 68
69 13966WICHITA FALLS, TEX 69
70 139670KI-AHOMA CITY, OKI.A 70
71 13968TIlL.SA, OKI..A 71
72 13970BATON ROUGE, I.A 72
73 13984CONCORDIA, KANS 73
74 13985DODGE CITY, KANS 74
75 13993ST JOSEPH, MO 75
76 13994ST LOUIS, MO 76
77 13995SPRINGFIEL.D, MO 77
78 13996TOPEKA, KANS 78 S
79 14606BANGOR, ME 79
80 14607CARIBOUJ, ME 80
81 14732NEW YORKv NY 81
82 14733BUIFFALO, NY 82
83 14734NEWARK, NJ 83
84 14735AL.BANY, NY 84 f
85 14737AI.I.ENTOWN, PA 85
86 14739BOSTON, MASS 86
87 14740HARTFORDP CONN 87
89 14742BtJRL.INGTON, VT 88
89 14745CONCORD, N14 89
90 14751HARRISLIRO, PA 90
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Table 5.1: Cont.

STATION ID NUMBER

91 14764PORTI-AND, ME 91
92 14765PROVIDENCE, RI 92
93 14768ROCHESTERY NY 93
94 14771SYRACUSE, NY 94
95 14777WB SCRANTON, PA 95
96 14778WILL.IAMSPORT, PA 96
97 14819CHICAGO MIDWAYP ILL 97
98 14820CLEVEL.AND, 0110 98
99 14821CO.IJMBIJS, OHIO 99 6
100 14826FLINTt HICH 100
101 14827FORT WAYNE, IND 101
102 14836L.ANSINO, MICH 102
103 14B37MADISON, WIS 103
104 14839MILWAUKEE, WIS 104
105 14840MIJSKEGON, HICH 105
106 14842PEORIA, ILl. 106
107 14847SAU1IT ST MARIE, MICH107
108 14848SOUTH BEND, IND 108
109 14850TRAVERSE CITY, MICH 109
110 14852YOIJNGSTOWN, OHIO 110
111 14860ERIEP PA 111 !

112 14895AFRON.-CANTON, 0110 112
113 14898GREEN BAY, WIS 113
114 14913OUL.0TH, MINN 114
115 14914FAROO, N OAK 115
116 14918INTL FALl. S, MINN 116
117 14920L.ACROSSE, WIS 117
118 14922MINNEAPOLIS, MINN 118

119 14923MOI-INE, ILL 119
120 14925ROCHESTER, MINN 120
121 14929ABERDEEN, S DAK 121
122 14931BIRI.INGTON, IOWA 122
123 14933DES MOINFS, IOWA 123
124 14935GRAND ISLAND, NERR 124
125 14936HURON, S DAK 125
126 14940MASON CITY, IOWA 126
127 14942OMAHA, NEBR 127
128 14943S10UJX CITY, IOWA 128
129 14944SIOUX FALLS, S OAK 129
130 14991EAJ CLAIRE, WIS 130
13J 21504HI1-Do HI 131
132 22010DE. RIO, TEX 132
133 22516KAH1I.LlI, HI 133
134 22521HONOLUI.I.IHI 134
135 22536L.IHOF, HI 135
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Table 5.1: Cont.

pS

STATION ID NUMBER

136 23023MIDI.AND, TEX 136
137 23034SAN ANGELO, TEX 137
138 23042L.UBBOCK, TEX 138
139 23044EI. PASO, TEX 139
140 23047AMARII.I.O, TEX 140
141 23048TUCIJMCARI, N MEX 141
142 23050AI.BLIPUERPhUE, N MEX 142
143 23062DFNVER, COLD 143
144 23065600DL.AND, KANS 144
145 23066GRAND JUNCTION, COL0145
146 23090FARMINGTON, N MEX 146
147 23129L.ONG REACH, CALIF 147
148 23153TONOPAHI, NEV 148
149 23154ELY, NEV 149
150 23155BAKERSFIELD, CALIF 150
151 23159BRYCE CANYON, UTAH 151
152 23160TUCSON, ARIZ 152

.153 23161DAGGETT, CALIF 153
154 231691.AS VEGAS, NEV 154
155 231741-0S ANGELES, CAI-IF 155
156 23183PHOENIX, ARIZ 156
157 23185RENO, NEV 157
158 23188SAN DIEGO, CAILIF 158
159 23194WINSL.OW, ARIZ 159
160-"3r95YUMA, ARIZ 160
161 23230OAKLAND, CAI-IF 161
162 23232SACRAMENTO, CAL.IF 162
163 23234SAN FRANCISCO, CAlI..F163
164 23237STOCKTON, CAIIF 164
165 23273SANTA MARIA, CALIF 165
166 274(18ISMARCKi N DAK 166
167 24013MINOT, N DAK 167
168 24018CHEYENNE, WYO 168
169 24021LANDER, WYO 169
170 ?4023NORTH PLATTE, NFOR 170
171 24025PIERRE, S OAK 171
172 74027R0CK SPRINGS, WYO 172
173 24028SCOTTSBLUFF, NERR 173
174 24029SHERIDANP WYO 174
175 24033BILLINGS, MONT 175
176 24089CASPER, WYO 176
177 24090RAPID CITY, S DAK 177
178 24121EI.KO"NEV 178
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Table 5.1: Cont.

STATION ID NUMBER

179 24127SALT LAKE CITY, UTAH179
180 24128WINNEMUCCAP NEV 180
181 24131BOISE, ITIAHO 181
182 24134BURNS, OREG 182
183 241436REAT FALLS, MONT 183
184 24144HEI-ENA, MONT 184
185 24146KAI.XSPEI..I., MONT 185
186 24153MISSOULA, MONT 186
187 24155PENTI.FTON, OREG 187
188 24156POCATEI..I.O, UIAHO 1813
189 24157SPOKANE, WASH 189
190 24172t.OVEI.OCK, NEV 190
191 24193WENDOVER, UTAH 191
192 24216REn rL..tiFF, CAL.JF 192
193 24221EUGENE, OREG 193
194 24225MEDFORD, OREG 194
195 242270L.YMPIA, WASH 195
196 24229FORTLAND, OREG 196
197 2423OREDMON, OREG 197
198 24232SAL.EM, OREG 198
199 24233SEATT.E -TACOMA, WASH199
200 24243YAKIMA, WASH 200
201 24283ARCATA, CALIF 201
202 24284NORTH BENO, ORE6 202
203 2530BANNETTE, AK 20.
204 25309JUNEAU, AK 204
205 25339YAKI)TAT, AK 20 5
206 25503KING SALMON, AK 206
207 25624COL.D BAY, AK 207
208 25713ST. PAWl. ISI.ANI, AK 208
209 2641IF'AIRBANKS, AK 209
210 26451ANCHORAGE, AK 210
211 26510MCGRATH, AK 211
212 26615BETHELv AK 212
213 26616KOTZEBUE, AK 213
214 26617NOMEP AK 214
215 27401BARTER ISLAND, AK 215
216 27502BARROW, AK 216
217 93037CO..ORATIO SPOS, COI..O 217
218 93044ZLINI, N MEX 218
219 93045TROTH OR CnNS, N MEX219
220 93058P1JEBLO COI..O 220
221 93129CEDAR CITY, UTAH 221
222 93193FRESNO, CAlIF 222
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Table 5.1: Cont.

STATION ID NUMBER i

223 93721BALTIMORE, MI) 223
224 93729CAPE HATTERAS, NC 224
225 93730AT..ANTIC CITY, NJ 225
226 93738WASH-.tILLESP VA 226
227 93739WALLOPS ISLAND, VA 227
228 93805TAI..L.AIASS.E, FL.A 228
229 93814CINCINNATI, OHIO 229
230 93815DAYTON, OHIO 230
231 93817EVANSVIL..E, IND 231
232 93819INIIIANAPOI.IS, IND 232
233 938201-EXINGTON, KY 233
234 93821.OtISVILLE, KY 234
235 93822SPRINGFIEID, ILl_ 235
236 939871.1UFKIN, TEX 236
237 93997ROSSELL, KANS 23;7
238 940080#.ASBOW, MONT 238

239 94012HAVRE, MONT 239
240 94014WIL.ISTON, N OAK 240
:241 94224ASTORIA, OREG 241
242 94240aiJII.LAYUTE, WASH 242
243 94702BRIDGEPORT, CONN 243
244 94725MASSENA, NY 244
245 94789NEW YORK, NY 245
246 94814HOUGHTON LAKE, MICH 246
247 94822ROCKFORD, ILl 247
248 94823PITTSBLIRGi, PA 248
249 94830TOL.EDO, OHIO 249
250 94846CHICABO, ILL 250
251 94847DETROIT, MICH 251 -
252 94849AL.PENA, MICH 252
253 948600RANKI RAPIDS, MICH 253
254 94908DUBLIPUE, IOWA 254
255 94910WATERLO0, IOWA 255

1
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5.3 Approximate Analysis Based on Jorgensen et al. (31) -

As previously stated, Jorgensen et al. (31) give the first two items of the

necessary probabilistic information for lub stations over the U.S.A. i
The locations ot the stations are illustrated in Figure 5.2. The

probabilistic information is given for the necessary ?4-hour period and 1

a reasonable discretization of rainfall depths. Lacking were the

necessary joint probabilities, items 3 through6 in Section 5.1.

Since the original data set is unavailable, the missing probabilities 1
are not attainable except through approximations.

For example, assuming complete independence would result in:

P[rain in i and rain in i2] = P[rain in ilJ PLrain in i2]

'1

PLno rain in iI and no rain in 1J

= P[no rain in il] PLno rain in i2]

P[rain in i1 and no rain in iz] = P(rain in ill P[no rain in i2]
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data set (31)
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PLno rain in i I and rain in 12 P[rain in i2] P[no rain in il

5,

The above are fully defined by the Jorgensen, et.al., (31) results and

readily obtained. They respresent a lower limit for the joint

probabilities of events or no events. This is a minimum positive

correlation case.

A maximum positive correlation case is obtained as follows. If Ni

is the number of rainy everts in il , Ni  is the number of rainy
2

events in i2, and M the number of days in the record, then

S
Min[N i , Ni ]

P[rain in iI and rain in iz] < M I P (5.2)

Hin[M-N. ),(M-N. )J

P[no rain in i, and no rain in i.] < M2 D
M2

(5.3)

ForN. > N
ii 12For Nl

N. - N.

P[rain in i1 and no rain in i2] 1 2 P (5.4)I J-M - P3 54

P[no rain in iI and rain in i2 ] I P3
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For N. > N.

2 2 1
PFrain in i and no rain in il 2MP (5.5)

P[rain in i and no rain in i2] P3

If this approach were to be taken, a set of rules would have to be -

defined in order to decide when to use the independence or the maximum

positive correlation case. One such set may be:

1) Stations east of the Rockies are independent of stations on or

west of the Rockies.

2) Within the east and west regions independence will be tested

by comparing mean storm depths over the 24 hour period.

3) Areas of doubt will be decided on the basis of qualitative

mean storm track knowledge as given by Klein, (32).

A possible statistical test is the t test for two independent

samples when variances are assumed equal. The hypothesis is that the

difference of the true means is zero. The test is based on the

statistic S

t ( 1  I2  (5.6)
S (L-+)i0 n 1 n2

where
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Ij(x - 1  x~ ( x~ 2)
S2  = I j=l (5.7

0 n1 + n2 -2 (5.7)

The t value is compared with ta n + n 2' a t distributed variable

with nI + n2 -2 degrees of freedom at an a level of significance.

In our case n1 and n2 are the number of rainfall days in a season at stations 1 and

2. The means, xI and x2 are the average accumulations for a given time period.

The combined variance can be computed 
as:

7 7 -)2

n 1(xlx 2 P[xlt] + )I (x2 .,- x2) P[x2] n 2

2 t=l
0 n1 + n2 -2

11 2 21  l n2s2  (5.8)
n 1 + n2 - 2

where P[x ] is the probability that if it rains the amount will be in

the ith interval of the 7 defined by Jorgensen, et al (31).

Following are two examples.

For the spring months of March, April and May the average 24 hour

accumulation in Kansas City, Mo., is 0.32 in. The corresponding average

in Hartford, Conn., is 0.32 in. Are the two means statistically the

same?

For an answer, use Equation 5.8, with XlR as the mid value of interval t as

defined by Jorgensen et al. (31),
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For Kansas City, n 1 =464

= (.045 - .32) 2(1.00 -. 62) + (.175 -. 32) 2(.62 -. 40)

+ (.375 -. 32) 2(A4 .22) + (.75 -. 32) 2(.22 -. 07)

+ (1.25 -. 32) 2(.07 - .03) + (1.75 -. 32) 2(.03 -. 01)

+ (3 - .32)2 .01 =.21

For Hartford, n 2 =508

2 )2(l ).

(.045 - .31)( - .64) + (.175 -. 31)2.64 -. 43)

+ (.375 - .31)2(.43 - .21) + (.75 -. 31)2(.21 -. 06)

+ (1.25 - .31) 2(.06 - .02) + (1.75 -. 31) 2(.02 -. 01)

+ (3 -. 31)2(.01) =.19

Therefore,

2 464J.21) + .17.19
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The t statistic is

t = .32 -. 31 .38
.41 + 508

The t distribution at a = .01 for a 1 sided test is 2.326. The

comparison indicates that our value is well inside that upper value

indicating that we cannot reject the hypothesis that the means are the

same.

For Louisville, Ky., n1 = 534

S = 0.23

when compared to Hartford

S 2 _534(.23) + 508(.19)0 534 + 508 22

and

.36 -.31 1.75

which indicates that the hypothesis of equal means is accepted at the

0.01 level but is rejected at the 0.05 level. This would be an unclear

case, but it indicates relative power of the test.

Il
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5.4 Analysis of the TDL Raw Data Set

The most obvious approach to estimate the necessary joint

probabilities is to analyze raw data. With tf'e TDL data set, the record

can be scanned to count the number of rainy days in any one station; the

number of days with rain in a given depth interval x in station i; the

number of Loincident wet days it, arly pair of stetior,; dry days in any

pair of stations; and wet-dry in any pair of stations. Define these as

Ni' N1 , Ni Ni Li2 N 3i respectively. Then probability estimates are
-w

1

P Lrain in i, and rain in i2] 2 (59)

2Nii

P Lno rain in i1 and no rain in i 112 (5.10)1 2 M

N3

P [rain in i and no rain in i2J 1 2 (5.11)2J M

(N1 + N2

P Lno rain in i1 and rain i] 1 1 2 112 112
M

PLrain it, ij M (5.13)

1
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P[no rain in i] 1- N!(5.14)
mU

P[rainfall in depth interval i and rainfall in ii (5.15)

mU
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CHAPTER 6

Model Application and Case Study

6.0 Introduction

Appendix A provides an illustrative example of how the data

analysis program works. This Chapter intends to illustrate the

procedure with a somewhat more realistic case study. In doing so, the

following objectives will be satisfied:

1. Discuss the preliminary steps necessary for network design.

These include:

a. computer coding the Corps of Engineers Districts map

and precipitation stations locations.

b. obtaining Thiessen areas for each station in each

C. E. district in the nation.

c. processing the precipitation data from the Techniques S

Development Laboratory.

2. Illustrate how to obtain transmission rates and relate them to

rainfall totals. S

3. Show how to evaluate hypothetical networks for various Corps of

Engineers districts using a single satellite channel and

adaptive random reporting.

1.
1l4
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6.1 Data Pre-Processing and Analysis

The purpose of this section is to review the key steps in the

geographical and climatological data analysis required to generate the

files for both prototype and production model application of DCPMAIN.

Details of the character of the files needed for input to DCPMAIN are

included in Appendix A. Details of the analysis models used to produce

these files are presented in Appendix B.

Two distinct data sets and types of information are required by

DCPMAIN. First is the geographical information -- the Thiessen areas

and associated rainfall stations for candidate users. Because this

project focuses on design of random reporting data collection networks

for C of E users, the existing Corps district structure was used as the

basis for identifying candidate users. There are currently 36 C of E

districts, as shown in Figure 6.1, and each district was assigned a

user number. User numbers are also displayed in Figure 6.1.

1
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The computation of Thiessen areas and associated rainfall stations

required:

1. a digitized map to display the relative location of user

boundaries; and

2. the location of rainfall data collection stations.

In order to construct the digitized district map, a 224 by 136 cell grid

overlay of the "December 1970 Division and District Boundaries" map of
U

Corps districts was developed. Each point on the grid was assigned to a

Corps district, or a "null" district outside of the area ot interest.

This assignment was accomplished using program CAPPER which takes as

input data on district boundary coordinates. The resultant digital map

was verified and stored in File MAP. A display of the output map is

shown as Figure 6.2. The information on rain gauge station locations
0

was developed from NWS publications and TDL data sheets. The longitude

and latitude locations were transformed to grid locations foi- input tn.

Program MAPPER, the program for computation of Thiessen area.;. For each
S

of the 36 user areas, the rainfall stations influencing the area, and

the fraction of total district area which each station influenced, were

stored in FILl, the geographical information file, generated by program

MAPPER.
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Ylie second key type of information required is climatological data

-- specifically information on rainfall throughout the conterminous

United States. As noted in Section 5.2.1, the NWS TDL data set of 0

rainfall data at 6-hour intervals for 255 stations, was selected as the

most suitable source for climatological data analysis. This data for 9

years from October 1, 1912, through September 30, 1981, was obtained on "

magnetic tape.

The data were analyzed using Program ZAPPER to evaluate numbers of

events, and TAPPER to convert these numbers to relative frequencies of

occurrence of events. The analysis was conducted for 4 seasons as

follows:

Season Months

I December, January, February

2 March, April, May

3 June, July, August S

4 September, October, November

For each season, two types of information were generated:

1. A station file containing information on probabilities of

rainfall for various depth classes for each of the 255 rainfall

stations; and

2. A cross or paired station file containing information on

probabilities of joint occurrence of rainfall between each of

the possible pairs of rainfall stations.
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These data provide the climatological input to the analysis of random

reporting data collection platform networks.

The type of data needed have been described extensively in Chapter

5. For each station, the probabilities of events in the following depth

intervals and under the following conditions are obtained:

a. 0.00 - 0.01 inches

b. 0.01 - 0.50 inches, given rain

c. 0.50 - 1.00 inches, given rain

d. 1.00 - 1.25 inches, given rain

e. 1.25 - 1.50 inches, given rain

f. 1.50 - 2.00 inches, given rain
*

g. 2.00 - 3.01 inches, given rain

h. 3.00+ inches, given rain.

In addition for each pair of stations the following probabilities are

obtained:

a. no rainfall at i and no rainfall at j

b. no rainfall at i and rainfall at j

c. rainfall at i and no rainfall at j

d. rainfall at i and rainfall at j.

The station data are stored in files F2SI, F2S2, F2S3, and F2S4. The
*

cross station or paired station data are stored in files F3SI, F3S2,

F3S3, and F3S4.

This completes the overview of the geographical and climatblogical
ep

data processing and analysis. The sections that follow present first a

discussion of determination of reporting rates, and then a review of the

prototype model application.
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6.2 Determining Reporting Rates

Recall from Chapter 2 that most DCP's set their message transmision

rate according to an algorithm of the form:

I

RATE = MAX[BASE RATE, (A*CHANGE IN PARAMETER)]

For example, the New England Division has suggested the following

parameters for a typical station (Jewett City, CT) in their area:

For flows less than 8080 cfs, the base rate is 1 message every 12

hours (2.31 x 10-5 mess/sec). For flows between 8080 and 14450 cfs the

base rate is I message every 2 hours (1.39 x 10-5 mess/sec). For flows

above 14450 cfs the base rate is 1 mesage every 30 minutes (5.55 x 10-

mess/sec). Parameter A is 3.33 x 10"2 and a sample is taken every 1800

seconds (0.5 hour) to check for parameter changes. In summary the

reporting algorithm is:

2.31 x 10- 5

or 40-
RATE =max 1.39 x 10- ,3.33 x 10 (

or0-
5.55 x I0 4

where Ax is the change in stage in the last half hour, in feet. Figure

6.3 shows how the base rates plot versus discharge. The resulting step

function is shown in dashes.

To get an idea of what would be the maximum transmission rate at

Jewett City, we studied the largest flood on record L42J. In August 20,
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hIbb the peak discharge was recorded at 40,700 cfs. Previous to that

event the largest flood had been 29,200 cfs. During the August 20,

1955, flood, the largest observed change of state in one hour was 1.1

feet which approximately gives a 0.5 ft. change in half an hour.

According to the reporting rate algorithm this would have led to a

message about every lb minutes (0.11 x l0-2 mess/sec). This rate is

plotted with dots in Figure 6.3, starting at 30,000 cfs (the second

largest flood in the record).

The eight reporting rates needed in our analysis (Chapter 4)

correspond to a peak reporting rate achieved during a rain-flood event.

Since all stations within a user utilize the same set of reporting

rates, it is assumed that although different basins and streamflow

stations within a user will achieve different peaks, the user would want

similar time resolution at the peak for all sites.

It is then reasonable to state that the eight reporting rates we

are looking for should lie between the lowest dash line and the dotted

line in Figure 6.3. The rates and discharge break points are determined

by arbitrarily (but reasonably) dividing the ordinate and abscissa

between dash and dotted lines in Figure 6.3, resulting in the step

function shown in solid lines. Notice that more sampling resolution was

added in the lower discharge ranges, which are the most common and were

somewhat sparse in reporting frequency. The abscissa in the Figure now

represents peak discharge. It must be translated to rainfall
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accumulation in 24 hours, according to the limitations of our analysis.

In following the above procedure it is implicitly assumed that: a)

large rates of change in stage are associated with large floods, and b)

that all DCPs within the influence of a precipitation station peak

simultaneously. The first assumption is reasonable and the second will

lead to conservative results in terms of number of DCP's in a channel.

There are many existing methods to translate peak discharge to

total rainfall accumulation. A possibility is to use the techniques

suggested by the Soil Conservation Service (43),

484 A (61QP - tp (6.1l)

where Qp is peak discharge in cfs; A is basin area in square miles; PE
is effective total precipitation (runoff) in inches, and tp is time to

peak discharge from the beginning of rainfall. This time can be

expressed as (43)

tr
t = t (6.2)

where tr is the storm duration (hours) and t is a "lag" time, related

to the invariant time of concentration, defined as the time in hours

from storm centroid to peak discharge. The effective precipitation or
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runoff (PE) can be reasonably obtained for any basin using the Soil

Conservation Service "curve number" concept or using traditional 5

antecedant precipitation index coaxial solutions. The lag time (or the

time of concentration) is again generally available or reasonably

estimated.

For the sake of this example we "calibrated" Equation 6.1 to the

August 20, 1955, flood. From the literature (42) t{ was estimated as

72 hours; total gross rainfall over the period as 10.5 inches; and a

runoff coefficient as 0.6. This leads to PE = 6.3 inches (10.5 x 0.6).

The tributary area to Jewett City station is 711 mi2 . Qp was seen to be

40700 cfs. Solving Equation 6.1 results in time to peak (tp) of 53

hours. Using this value in 6.2 yields a lag time, t. , of 17 hours.

Having t it is now possible to associate each Qp in Figure 6.1

with a gross 24-hour precipitation accumulation (still assuming a runoff

coefficient of 0.6). The Equation is simply

(24 + 17) ' Qp Qp

(484)(711)(0.6) 7 .8(6.3)

The results are indicated in the second abscissa in Figure 6.3.

From them, reasonable breaking points (or rainfall intervals can be

4 defined for our analysis. They are shown in the third abscissa in the

Figure. In summary, the reporting rate algorithm for Jewett City is:
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I i (mess/sec) rainfall interval (inches)

1 2.315 x 10-5  0 - 0.01

2 7.0 x l05  0.01 - 0.5

3 10.5 x l05  0.5 - 1.0

4 13.89 x 10-5  1.0 - 1.25

5 34.0 x 10- 5  1.25 - 1.5

6 55.5 x 105  1.5 - 2.0

7 75.0 x l0 5  2.0 - 3.0

8 111.0 x 0-5  > 3.0

The above reporting rates will be assumed for the New England

Division Corps of Engineers in our illustrative example. The rainfall

intervals correspond to the ones used in our analysis of the Techniques

Development Laboratory data.

6.3 Case Study Results

In practice each district should follow an exercise similar to the

one outlined above for the New England Division. For the purposes of

our hypothetical case study, the reporting rates schedule for each

district studied will be the same, equal to that computed for the New

England Division. It will also be assumed that each district will have

80 DCPs and message duration of 3 seconds. The unit load limitation

126

S



will be set at 5 seconds per station. The season studied will be the

months of June, July and August, season 3, and 3 repetitions of a

message are allowed.

In the first experiment, New York (28), Buffalo (27),

Baltimore (30) and Pittsburgh (26) districts are assumed operating in one I

channel. In a second experiment we consider New York (28),

Cincinnati (17), Tulsa (12) and Sacramento (8). The numbers in

parenthesis correspond to the identification numbers in the computer p

files containing our digitized map. Table 6.1 gives the input data

sequence for both runs.

4 Given the experiments design, any differences in results would be solely

due to differences in precipitation statistics of the various group of users.

It would be expected, and can be confirmed from statistics file F3S3 that Case 1

users would show much higher correlations of events than Case 2 users. This 3

should lead to differences in reliability levels.

Case 1 results indicate that individual users have little problems satis-

fying unit loads or reliability criteria. Also notice the similarity of the I

basic statistics of the users, means and variances of reporting rates. The

reliability of successful message transmission for all users in Case 1

together is 0.8944. Remember, this implies that about 11 percent of the time

less than 95% successful transmissions are achieved.
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Case 2 results show much larger differences in individual stations

statistics. Nevertheless, individual users again have little trouble satisfying •

unit load and reliability criteria. In contrast to Case 1 the group performance

is much better showing a 0.9773 probability of meeting the 951 reliability

criteria. This implies that failure to satisfy this level of reliability occurs 6

only 3% of the time versus 11% in Case 1.

It seems that climatic effects can be fairly important in network design.

The user of this system can experiment with various configurations of users

looking to maximize performance and number of users per channel.
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Cases 1 and 2 Results
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Appendix A

DCPMAJN USERS MANUAL

A.l Introduction

DCPMAIN is a statistical alqorithm written in standard Fortran IV,

for the analysis of adaptive random reporting data collection networks.

Details of the algorithm are given in Chapter 4 of this report. This

software is intended to serve as a screening tool for the design and

evaluation of DCP networks adaptively responding to spatially and time

varying climate. The subsections which follow will provide users of

DCPMAIN with the information necessary for its use.

Several modeling assumptions were made during program development

and are summarized below:

1. A "user" is defined as a Corps of Engineers District or any

other non-overlapping geographical unit.

2. All users have the same message length and will strive for

message reliability using repetition Method 2 as described in

the "Users Guide for Random Reporting (6)". The number of
S

repetitions is taken to be at least 3, the same for all users.

The number of repetitions is a user controlled parameter.

3. All stations within a user have the same adaptive reporting
S

rate algorithm. This implies the same possible reporting

rates. Different users can have different parameters.
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4. Trading of unit loads between users will not be allowed.

5. Each user will attempt to use up to their available unit

loads. A unit load is presently defined as 120 sec. per

day per station or 5 sec. per hour per station, whatever

is limiting over the daily or hourly intervals. Nevertheless,

this is a user controlled parameter.

A.2 Model Description

DCPMAIN evaluates performance of adaptive random reporting data

collection platforms operating on a single GOES channel at both local

and national (or regional) levels. The model first evaluates DCP

performance at the local or user level. Following this, calculations

are made to assess network performance on a nation-wide or channel-wide

basis. The general structure of DCPMAIN is illustrated in the logic

flow chart of Figure A.l.

Due to the seasonal variations in the climatology of the continental
U

U.S., DCPMAIN has been designed to operate on a four season basis. The

main input is probabilistic rainfall information over 24 hour periods

within seven depth intervals. The intervals are user defined in

program ZAPPER. Data analysis was performed in this project using

the following intervals: O.0-0.OO.0l-O.5, 0.5-1.0, 1.0-1.25, 1.25-1.5

1.5-2.0, 2.0-3.0 and qreater than 3.0 inches.

A brief description of individual subroutines follows.
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Figure A.1

DCPMAIN LOGIC STRUCTURE

I141T
Initializes constants and variables

DATA IN

SEARCH

Finds starting location of
4 data for user J in user

information file

Performs local design

NATION ROA

Performs national -* Computes covariance
design calculations terms between users

STOP
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DCPMAIN

DCPMAIN is the main or controlling routine for the DCPMAIN U

program. It controls the logical flow of data through the model, from

entry of input data to the printing of final results. All required data

files are initialized and opened as specified in the input data stream.

Evaluation of the probability of user compliance of unit load limitations

and of the probability of achieving 95% (or larger) message reception

reliability at the local and national levels is done in DCPMAIN following

the concepts presented in Chapter 4.

SUBROUTINE INIT U

Subroutine INIT initializes all major arrays and variables re-

quired during program execution. In addition, program default values

are set. Defaulted are units (or channels) numbers for input/output

operations and variable ICONl which is set equal to the number of

stations in the meteorological records analyzed by program ZAPPER

(see Appendix B). It is presently defaulted at 255.

II
SUBROUTINE DATAIN

Subroutine DATAIN reads and processes the input data deck for

simulation and echo prints the input stream.
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SUBROUTINE SEARCH

Subroutine SEARCH reads and locates the starting position of data

stored in the user information file (see next section) for a specific

user. Users must be uniquely identified by numbers.

SUBROUTINE ALLOC

Subroutine ALLOC allocates DCP's in a given user to precipitation

stations within the user. The number of stations within a user are as-

sumed uniformly distributed and assigned to precipitation stations in

proportion to Thiessen areas of a station within a user. The pro-

cedure is described in Section 5.1 (Equation 5.1) of the main report.

In addition, a check is performed to ensure that the number of stations

and associated areas have been properly recorded in the user information

file.

SUBROUTINE LOCAL

Subroutine LOCAL performs the bulk of the calculations required

to evaluate local or user design criteria.

The subroutine computes:

a) The mean reporting rate at a station, Ai, as described

by Equation 4.7.

b) The variance of the reporting rate,var[Xij ],as described

by Equation 4.9.
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c) The covariance between all stations within a user,

Equation 4.10.

d) The mean station reporting rate for a user, A j, as in

Equation 4.6.

e) The variance of the mean station reporting rate, var[x.]

as in Equation 4.8.

The program assumes that all DCPs assigned by ALLOC to a given

precipitation station have the statistical properties of that station.

Therefore, the code avoids summing over all DCP as in Equations 4.6 and

4.8, and exploits the fact that many of the terms in those equations

are operationally the same.

All covariance terms, also those calculated for the national

design (subroutine NATION) correspond to Equation 4.10. Nevertheless,

the program computes them using an equivalent but more efficient

mathematical formulation. Term I in Equation 4.10 remains the same •

in the program. Terms 2 through 4 are computed using:

Term 2:

(blj - ilj )P[rain in i2 and not in il0.

8

=2V b tjP[rains in interval k at i2 1 - i
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Term 3

(b1j - i)P[rain in i and not in i

8

{ Z b jP[rains in interval t at i1 ] - j

z=2 11 i~
S

Term 4

8 U

P[rains in i1 and i2].{[ T  bj P[rain in interval 9l in ill - X. ]

=i2  1' i

8 5

[ b b P[rain in interval t2 in i2] - xi P

2 2~ 2122

SUBROUTINE NATION

Subroutine NATION completes calculations at the national level, U

utilizing the results obtained from subroutine LOCAL and station co-

variance terms between users computed in Subroutine RCOVAR. Equations

4.14 through 4.16 are used. Final output from subroutine NATION in-

cludes the mean national DCP reporting rate and its variance.

4
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SUBROUTINE RCOVAR

Subroutine RCOVAR calculates covariance terms between stations in

different users. Its results are used by subroutine NATION. The

algorithm used to compute covariances is identical to that of sub-

routine LOCAL.

A.3 Program Data Requirements

In order to run DCPMAIN, three data base files are required, as well

as an input data deck (in disk file). The contents of each of these

files and file formats will be presented in the sections to follow.

A.3.1 User Information File

The user information file, FILl, is a random access file generated

by program MAPPER (see Appendix B). Each user is allocated 51 records

for the storage of a user identification number in the first record fol-

lowed by 25 records containing paired data entries composed of a

precipitation station identification number and the percent areal

coverage of that station within the user.

This file begins in record zero and may contain data for up to

a 1260 individual users. Nevertheless, the analysis is presently

limited to 36 users. The user identification number is stored in

fixed lO format and, therefore, must be an integer value ending in

4 column 10. Columns 21 through 30 should contain 0.0.

Following the user identification number record, 25 records are

reserved for storage of precipitation station identification numbersand

4 fractional areal coverage of that station within a given user. These
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values are stored in fixed format beginning with the precipitation

station identification number, ending in column 10, and the fractional

areal coverage of that station located in columns 21 through 30. I.

The fractional areal coverage values should contain a decimal point and,

when summed for a given user should equal 1.00. Users with fewer than

25 paired station values must contain records with zero values for

both the station identification number and percent areal coverage up

to the 25th record.

A sample user information file for a 3 user case (with a 6 station limita-

tion) and only 26 records per user is illustrated in Table A.l.

A.3.2 Precipitation Station Probability Files -.

The precipitation station probability files are random access files

generated by program ZAPPER (Appendix B). Four files should be avail-

able for use containing seasonal information. These files are named

F2SI, F2S2, F2S3, and, F2S4 representing "file 2, season " through

"file 2, season 4." Since runs are made on a seasonal basis, only

one of the above files is required for an individual simulation. This g

file must correspond to the season of interest.

Each record contains a precipitation station identification

number, a season flag value, the probability of no precipitation for that

station, and, seven probabilities of precipitation within the given

depth intervals (given that it rains). The records are arranged in

sequential order by precipitation station identification number,

beginning with record one and ending with record 255 (or the number of

precipitation stations analyzed by program ZAPPER).

1
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Data values are stored in fixed format with an integer station

identification number ending in column 10, an integer season flag

value (i.e., 1, 2, 3, or 4) located in column 20, and, the eight

probability values located in columns 21 through 100. Probability values

are stored as real values to three significant digits in fields of 10

columns each. As a check, the sum of the seven depth interval proba-

bilities should equal 1.0.

A sample precipitation station probability file for season 1 is

shown in Table A.2, again for a 3 user, six climatological stations case.

U

A.3.3 Conditional Probability Paired Station File

The conditional probability paired station files are random access

files generated by program ZAPPER. As with the precipitation station

probability files, four files should be available, by season. These

files are called F3Sl, F3S2, F3S3 and, F3S4 corresponding to "file 3,

season l," etc. Here again, only one of the above files is required
S

for an individual run for the season of interest.

Each record of the conditional probability paired station file

contains two integer station identification numbers followed by an

integer season flag value and each of the following probabilities:

P[no rain in station il , and no rain in station i2]; P[no rain in station

il, and rain in station i2]; P[ rain in station il , and no rain in

station i2]; PErain in station il , and rain in station i2].

Data values are stored in fixed format beginning in record

zero. Station identification numbers end in columns
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10 and 20 for stations i1 and i2, respectively. The season flag

value (i.e., 1, 2, 3, or 4) is located in column 30 and joint station

probabilities are located in columns 31 through.70. Each probability

value is stored as a real value to three significant figures in fields

of 10 columns each. The paired station values are ordered as shown

in Table A.3, again for a limited example of 3 user, 6 stations.

Probabilities in each record should sum to 1.0.

S

A.3.4 Data Input Deck

The data input deck for DCPMAIN, file FIL0, is a sequential file U

read by subroutine DATAIN. All data values are in entered in fixed

format. Each of the data cards required is described below.

Card 1: The first card of the data input deck contains the number of

users for the simulation. The current configuration of the pro-

gram allows for a maximum of 36 users per simulation. This

card is read in I10 format, and, therefore, should be right

justified ending in column 10.

Cards 2 and 3: The next set of cards contains the required input

information for user one, the first of which, card 2, 0

contains two integer values. The first value is the user

identification number for user one. This must correspond to

a user identification number in the user information file, or

execution will be terminated. The second value on card 2 is

the number of DCP's assigned to user one. This should be

right justified and end in column 20.
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Card 3 contains the eight base reporting rates for user

one (see Chapter 4). These are entered in units of trans-

missions per second beginning with the transmission rate

during dry periods and ending with the maximum transmission

rate for rainfall accumulations greater than 3.0 inches.

All values are entered in fields of 10 columns leaving the

first column blank, i.e., 8(IX,E9.7) format. Therefore,

data entries should be right-justified and end in columns

10, 20, 30 ... and, 80.

If multiple users are to be simulated, Cards 2 and 3 are

simply repeated with appropriate values for each user. The

total number of user groups (i.e., Card 2 and Card 3 com-

binations) must, however, correspond to the number of users

specified on Card l of the input data deck.

Card 4: Card 4 contains the season flag value for the simulation

run. This is read in fixed format and must be located in

column 10. Feasible values range from 1 to 4 and correspond

to season 1, season 2, season 3 and season 4 of the precipi-

tation station probability files and conditional probability

paired station files, respectively.

Card 5: Card 5 of the input stream contains the maximum transmission

duration, in seconds per hour, specifying a unit load per DCP.

Currently, NESS has defined a unit load as five seconds per

hour per DCP. This value is entered in columns I through 10

and must contain a decimal point. This is assumed constant

for all users.
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Card 6: Card 6 contains the number of transmission repetitions for

each DCP. This is an integer value read in I10 format, and,

therefore, must be right-justified ending in column 10.

Generally three repetitions correspond to a desired .95

probability of successful transmission. Five repetitions
U

correspond to .99 probability of successful transmission.

Card 7: The final card in the input stream, Card 7, contains the

message transmission duration in seconds. This is a real

value entered in columns I through 10 and must contain a

decimal point. Transmission durations are also assumed con-

stant for all DCP's.

A sample input data stream for three users is listed in

Table A.4. For user 100, simulation will be performed for

a total of 15 platforms. Users 200 and 500 contain 10 and

5 platforms each. The season selected is season 1. A

unit load has been defined as 5 transmissions per hour per

user with a transmission duration of 2.0 seconds and 3
S

repetitions per message.

A.4 Program Output
0

Results from the program are best illustrated with a small example.

Tables A.1 through A.4 correspond to input data of a hypothetical case

study where the performance of 3 users in a single channel is being

evaluated. Figure A.2 is a schematic diagram of the 3 users configuration,

with available climatological stations, shown by a triangle and an

approximately uniformly distributed DCP shown by circles.
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The output follows in Table A.5. First the user information input

is echo-printed. It indicates the number of users, their identification

numbers, the number of DCP's per user and the 8 reporting rates of

each user. Also given is the unit loading factor in seconds per hour;

the message repetition rate; and the message duration in seconds.

Results of the local design follow. For each user, the mean

reporting rate per station and the variance of the reporting rate are

given. The mean has units of messages per second. The variance has

the same units squared. The differences in means and variances are

due to different reporting rates, different climatological probabilities

and different number of DCP's.

After all users statistics are given, the program outputs the

mean reporting rate per station for all users in the channel (the

"nation") and the variance of the reporting rate of the nation.

Finally, design criteria is output for all users and the nation.

For example, at the local level, user 200 with 10 stations satisfies

the unit load limitation approximately 29% of the time (violates it

71% of the time). Nevertheless, 95% reliability (since 3 repetitions

are made) is achieved nearlylOO%of the time. Also given for each user

is the maximum deterministic reporting rate allowed to be within the

unit load requirement 100% of the time, Equation 4.11; and the rate

that would be required as an absolute maximum to have 95% or more

reliability of message reception 100% of the time, Equation 4.12.

Similar information is given for the national level. In the example

95% reliability of message reception is achieved nearlylo0% of the time

at the national level.

159

m



C41 to fu _

U.1 1
-. 44w

Ul ta

a

Af * 0 w IAt
4-34

Q. c. G

ca4.. 4A 0 LiA beii
E4 c .4 0 a

0n m 0nL

In I-&-a

IL. 9L La.

en U. In
flC en '1 5. '

or I& axI a a w
be ha ft is ft i

to 0 a Ra

1A x CU 4u 0lIx 0
be be & a 4;f

4Q m a 10 5- ;

I. m a Zu ha in V7a

ra a-wa

a-6 f va ha co

160iga.i



o 0

fkI-

It Iax
It Ctf

ne ae -
M 4A

Lai hi hij

M4 IhA GesUo LA2
4~ .4161



Ic co

.1.
tU

CA ac L

hhiI

Sh 0

I.- cu 4x LO

att 
at (

0 Q C3L h

£n 
x

h 
'-at4hat Iw 6.5

ea B-0B-U

hi ~ - hi B- ~h16 2



Ir)

Oh -

fthf

I- I-.

f--a

fit ft

* Lai

4n t

*- Oh I*-63



A.5 Computer Equipment and Machine-Specific Issues

According to the contract, DCPMAIN was implemented in the NED

Water Control Branch computer facilities. The machine used was a Data

General NOVA3-12 with 64K words of memory and two disk drives. A

large number of instructions appearing in the program are unfortunately

machine-specific. They deal mostly with overlays definitions (required

for execution in such a small machine) and in all input/output related

statements, particularly file handling instructions.

The overlay structure is the following. The main program addresses

the following groups of subroutines:

Subroutine Overlay

Group 1 INIT 1

Group 2 DATAIN 2

Group 3 SEARCH 3

ALLOC 4

LOCAL 5

Group 4 NATION 6

RCOVAR -

All overlay files are stored in a machine-readable file DCPMAIN.OL.

Following is a summary, by subroutine, of the main types of machine-

specific statements.

-16

164

p



DCPMAIN

- All CALL OVOPN a

- All CALL OVLOD

- EXTERNAL one, two, three, four, five, six

- All CALL OPEN

- All CALL FOPEN

- All TYPE statements

- An "x" in column 1 signals the compiler to only load these

statements if requested during compilation

INIT w

OVERLAY ONE

- Initialization of unit numbers or channels, which will be

different for other machines g

SEARCH

- OVERLAY THREE

- The random access file read begins in record zero. This may

be a problem on other machines.

- CALL FSEEK

- TYPE STATEMENTS

DATAIN

- OVERLAY TWO

- TYPE STATEMENTS
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ALLOC

- OVERLAY FOUR

-TYPE STATEMENTS

- CALL FSEEK

LOCAL

- OVERLAY FIVE

- Calls to FSEEK

- TYPE STATEMENTS

NATION

-OVERLAY SIX r

RCOVAR

- Calls to FSEEK

- TYPE STATEMENTS

A.6 Changes to DCPMAIN

Future changes to DCPMAIN will probably deal with changing the

number of precipitation stations affecting a user; changing the number

of users; or changing the number of precipitation stations used in

obtaining the probabilistic information. The following sub-sections

summarize the main actions to take if the above changes are desired.
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A.6.1 Changing the Number of Precipitation Stations Affecting a User

General Changes - All Subroutines/DCPMAIN

- Change all variables in COMMON currently dimensioned to 25

to whatever the maximum number of precipitation stations per

user is desired.

- Change all DIMENSIONS STATEMENTS from 25 to whatever is desired.

- Change all DO LOOPS currently set for 25 repetitions to whatever

is desired.

Subroutine-Specific Changes

SUBROUTINE SEARCH

Change statement:

IREC = IREC + 51 to

IREC = IREC + I

where I is the maximum total number of records per user in the

User Information File, FILl, including the user identification r. ber.

SUBROUTINE ALLOC

Change statement:

IRECE = IRECS + 24 to

IRECE + IRECS + J

where J is the maximum number of precipitation stations per

user minus 1.
1
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A.6.2 Changing Number of Users

General Changes - All Subroutines/DCPMAIN

Change all variables in COMMON currently dimensioned to 36 to

whatever maximum number of users is desired.

- Change all DO LOOPS currently set for 36 repetitions to whatever

maximum number of users is desired. These occur mostly in Sub-

routine INIT.

A.6.3 Changing Number of Precipitation Stations Used in Probabilistic

Analysis

In order to change the number of precipitation stations in the

analysis (i.e., stored in files FILl, F2S1,2,3,4, F3SI,2,3,4) variable

ICONI in Subroutine INIT must be reset to exactly the number of stations

analyzed by program ZAPPER.
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A.7 The Mechanics of Using DCPMAIN in the NED Data Aeneral Computer

All subroutines are currently stored is separate files. Therefore,

after editing an individual subroutine it must be recompiled by typing:

FORT subroutine file name

The subroutine file names are:

File Subroutine

DCPMAIN Main Program

DINIT INIT

DATAIN DATAIN

SEARCH SEARCH

ALLOC ALLOC

LOCAL LOCAL

NATION NATION

RCOVAR RCOVAR

Due to the overlay structure, the entire program must be reloaded.

This is done by typing:

DCPLOAD

or

RLDR DCPMAIN[DINIT,DATAIN,SEARCH ALLOC LOCAL,NATION RCOVAR]
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To execute, type:

DCPMAIN

Output from DCPMAIN is stored on disk in file FIL5. To print

results on your terminal, enter the following:

TYPE FIL5

When working on the Tektronix, printout may be routed to the

Line Printer as follows:
C

PRINT FIL5

Make sure to position page before hitting return.

1
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Program Listing
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APPENDIX B

Preprocessing Program

Documentation

B.1 Introduction

This Appendix contains program listings and information on use of a

series of programs designed to provide the necessary input data file,

for application of DCPMAIN, as described in Appendix A. Four separate

programs were developed as follows:

1. CAPPER - designed to take as input the Corps of Engineers

district boundaries and generate a digitized map of the

conterminous United States C of E districts;

2. MAPPER - using output map and raingage station location data,

evaluates Thiessen areas of influence for all gauging stations

and all districts of interest producing FILl, the user

information file;

3. ZAPPER - developed to process the National Weather Service

Techniques Development Laboratory data set of 6-hour

rainfall amounts for 255 gauging stations, and generate

statistics on numbers on rainfall events by depth interval and

number of events of joint occurrence of rainfall between pairs

of stations;
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4. TAPPER - takes number of events files generated and converts

to probabilities of occurrence, the so-called files F2Sl, F2S2,

F2S3, F2S4, F3Sl, F3S2, F3S3, and F3S4 files required for

use by DCPMAIN.

These preprocessing programs are documented in the sections that

follow, but the purpose is not to provide a comprehensive users manual.

The programs were designed to analyze and generate all of the key

statistics required by DCPMAIN regardless of the manner in which the C

of E districts were to be assigned to channels for random reporting.

The data needed for considering of the existing 36 C of E district users

for the conterminous United States were generated in the course of

executing these preprocessing modules. Thus, these programs were

designed to be executed only once -- and need not concern the user of

DCPMAIN, only the output files from these models which have been

supplied with DCPMAIN, are required. However, should a change be

required in the basic input used in preprocessing, namely, the existing

36 Corps districts and the use of the 255 station NWSTDC Data set, then

the preprocessing modules would have to be rerun.
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viroqram CAPPER'

Program CAPPER written in standard Fortran IV was implemented and

executed on the NED Data General NOVA 3-12 discussed in Section A.5.

The program listing is included at the end of this section, followed by

file BOUNDARY, the input file for CAPPER.

As currently configured, the program is designed to construct a

digitized map for which each grid point is associated to a separate

district. The key controlling parameters initialized in the program

are:

NLAT - the number of grid points into which the y-axis of the map

is discretized (rows);

NLON - the number of grid points into which the x-axis is

discretized (columns);

NUIS - the maximunr number of distinct districts.

As executed, the map grid was intended to represent the continental

United States C of E districts, totaling NIS = 36. The base map used

tc develop the digitized representation was the December 197G Division

aria District Boundaries for Civil Works Activities, where the map grid

was divided intu ILAT = 136 by NLUN = 2 4 points. At this level of

discretization each grid point was ruughly &G4 square wilcs.

The reason; the digi-.ized map was not input oirectly was thot the

aJwuun of input informaticr tequired, namely the districL nuwber

associated to each of the 30464 poi,ts in the crid, was tUL n.sive.
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Instead it was recoynized that all that was required to construct the

map was data on the points at which district numbers changed, and the
F

nature of the change, in each imaginary grid row through the map. Using

an overlay, this information was developed and input into file BOUNDARY.

Each record in the file contdins:

a) the number of the row of interest (1 to NLAT);

b) the number of the district to which the map changes, in the

row of interest, at and beyond the boundary location; and

c) the column location of the first point of the associated

district (1 to NLON).

The program assumes that district 36 is assigned to all locations on the

map outside of a C of E district (i.e., in oceans, foreign territories),

and that aistrict 99 is a flag used to indicate a transition to the next

ria p row.

The program logic is simple. It loops over the rows of the map,

reading from rile BOUNDARY, and constructs the pcints in each rcw based

on the input boundary information. As a final check, the map,

transposed fror: the input orientation, is printed cn the line printer.

This was used to verify the input boundary inlormatiur,, as over IbSO

records were requirEo in zhe BOUNDAF:Y file. The: Cigitized map output i

shown ad, Figure 6.2. This output information was written to a random

access file MAP Lsed by prograr.: iAPPEk, described below, Lo compute

Thiessen areas.

P
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6.3 Program MAPPER

Program MAPPER, written in standard Fortran IV was also implemented

and executed in the NED Data General Nova 3-12. The program listing is

included at the end of this section, followed by file COORD, which along

with MAP, was the input for MAPPER. Also included is file AREAS,

containing the output from program MAPPER.

As developed, the program is designed to use the digitized map

representation of districts, and coordinate locations of rain gauge

stations of interest, to compute the Thiessen areas of influence of the

stations on each of the C of E districts. The other key controlling

parameter, in addition to NLAT, NLON, and NDIS defined to characterize

the digitized map, is:

NSTA - the number of precipitation measuring stations. As
U

executed, the number of stations was set as NSTA = 255, representing the

stations in the NWS TDL data set.

In addition to the MAP file generated by CAPPER, the other

requisite input was the coordinates of the 255 rain gauge stations.

Using the same overlay and base map used to define the digitized map,

the coordinates of the rain gauges were defined using the 136 by 224

grid system. Each record of the COORD file contains:

a) Station Number (1 to NSTA);

b) The column number (longitude) of the station (ILON); and
S

c) The row number (latitude) of the station (ILAT).
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Stations in the 255 location set which were out of the conterminous

United States (i.e., those in Alaska, Hawaii, and Puerto Rico) and

station numbers 75, 201, and 218 (for which the NWSTDL data was

insufficient), were assigned coordinate locations ILAT = 136, ICON = 0,

corresponding to a point in the extreme lower left corner of the map.

This assignment insured that data from these station would not have any

q influence on the 36 C of E districts. r

The program logic is relatively straightforward. For each of the

30,464 grid points in the map, the closest of the 255 precipitation

stations was determined. This determination was made based on the known

coordinates of the grid point and precipitation station. Also known

from the MAP file was the district with which the map grid point was

associated. Using this information, a file of numbers of grid points,

by district, closest to each of the 255 rainfall stations is

constructed. These data are then normalized by the total number of grid

points (area) in each district. The resulting non-zero Thiessen areasS)

of influence, and associated rainfall station numbers, were output into

file AREAS. This file was constructed so that the first record contains

the C of E district number, the next records contain non-zero station

numbers and associated Thiessen areas, and all of the remaining records

until record 51, contain zeros. File AREAS, shown at the end of this

section, with minor editing for consistency, is the file FILl required

by DCPMAIN.
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6.4 Program ZAPPER

Program ZAPPER written in standard Fortran 77 was implemented and

executed on the NED Harris facilities. This computer system is

supported by the Automatic Data Processing (ADP) Center at the New

England Division Headquarters, and by 21 other C of E groups. The

program listing is included at the end of this section, followed by a

sample of the input file DATAIN, and sample output files ZAPPERFI and

ZAPPERFS.

Program ZAPPLR is designed to process the NWSTDL rainfall data set
I

to evaluate the number of events by class of depth interval, and the

number of joint occurrences of rainfall or no rainfall between different

stations, for all stations in the data set. The basic program logic is

to obtain a day's rainfall data, evaluate the depth class interval for

each station of interest to which the event is associated, evaluate the

joint occurrence class of interest, up-date the event's counter, and

record then on a seasonal basis. The key controlling parameters

utilized in the program include:

NSTA = the number of rainfall data stations in the data set;
I

NSEAS = The number of seasons of interest; and

NDTS = the number of depth class intervals.

For the current analysis, data was available for NSTA 255 stations,

and this was evaluated for NSEAS = 4 seasons into NDTS 8 depth class

intervals.

By way of brief explanation, this program was origirnally configured

for execution on the C of E Data General System. Because a large
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number of data points (255 stations by 8 depth classes and 255 by 255

stations for 4 joint daily occurrence classes -- all for 4 seasons) were

to be accounted, and because the Data General System is only a 64K

machine, the program originally kept a small subset of the number of

events accumulators in core. Thus, in order to execute the program,

frequent reads from and writes to disc were required. This might have

been acceptable were a small data set to be analyzed. However, the 9

years of 6-hourly data for 255 stations meant an analysis of 3287 days

of record, or nearly 1.2 million data points. Experimental runs

indicated that hundreds of days of execution time would have been

required on the Data General. Accordingly, the program was moved to the

faster and larger Harris System, and successfully executed on this

system in 4.25 hours of CPU time.

The program requires as input a file called DATAIN which was

constructed to contain rainfall records on a 6-hourly basis for each of

255 stations. The first record of each group in the file contains the

rainfall data line, namely:

a) year;

b) month;

c) day; and

d) hour

of the event of interest. This is followed by rainfall data for each of

the 255 stations of interest, written into 22 records. The file was

accessed sequentially for the 9 years of records.
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Aiter initializing the key parameters, numbers of events

accumulators, and opening the input and output files, the program loops

over the days of input data record. The 6-hour data is accumulated into

24-hour data, the event of interest. Then for each station, the depth

interval of interest, namely;

1. 0.00 - 0.01 inches ("no" rain)

2. 0.01 - 0.50 inches

3. 0.50 - 1.00 inches

4. 1.00 - 1.25 inches

5. 1.25 - 1.50 inches

6. 1.50 - 2.00 inches

7. 2.00 - 3.00 inches

8. 3.00+ inches

is determined. The number of events by interval is maintained for each

station, on a seasonal basis. These data are recorded in the ZAPPERFI,

ZAPPER F2, ZAPPERF3, and ZAPPERF4 for the four seasons, respectively.

Seasons are defined as follows:

I = December, January, February

2 = March, April, May

3 = June, July, August

4 = September, October, November

Then for each station i, the numbers of events in each of four classes

of joint occurrence with other stations j, are determined, namely:
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I no rainfall at station i and no rainfall at station j;

2. no rainfall at station i and rainfall at station j;

3. rainfall at station i and no rainfall at station j; and

4. rainfall at station i and rainfall at station j.

This provides the information needed to evaluate the joint probability

of occurrence of events between stations. Because of the symmetry

involved, if the numbers of events, in the same class, between some pair

of stations i and j are known, it is not necessary to evaluate the

events for stations j and i, the same pair of stations in reverse order.

Information on the joint occurrence of events is stored in files

ZAPPERF5, ZAPPERF6, ZAPPERF7, and ZAPPERF8 for the four seasons 1, 2, 3,

and 4, respectively. As the program steps over time, only the current

season of events accumulations is kept in core.

The output station files ZAPPERFI to ZAPPERF4 contain in each

record the following data:

1. station number (1 to 255)

2. season number (I to 4)

3. number of events for each of the depth interval classes.

There are 255 records in each of the four files. A sample from file

ZAPPERFi is shown at the end of this section.

The output cross station files ZAPPERF5 to ZAPPERF8 contain in each

record the following:

1. first station number (I = to 255)

2. second station number (J I + I to 255)
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3. season number (1 to 4)

4. number of events for each of 4 joint occurrence classes.

There are 32,385 records in each of the four files (the number of points

in the upper half of a 255 by 255 matrix).

These 8 files contain numbers of events and are generated as a

intermediate product. The information of interest for DCPMAIN is in

fact the probabilities of events. Program TAPPER converts the numbers

of events into probabilities of occurrence, as described in the section

that follows.

B.5 Program TAPPER

Program TAPPER written in standard Fortran 77 was implemented and

executed on the N.E.D. Harris system, described in the previous section.

The program listing is included at the end of this section, followed by

sample output from files TAPPERF1 and TAPPERF5.

Program TAPPER is a relatively simple program designed to take the

output files from program ZAPPER and normalize the numbers of events to

probabilities of occurrence of events of interest.

The program reads each of the staticn files ZAPPERI to ZAPPER4,

determines the total number of events for each station in each season,

and then computes and writes the TAPPERFi to TAPPERF4 which contain the

tollowing data in each record:

1. station number (1 to 255)

2. season number (I to 4)
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3. probability of no rain

4. probability of rain in depth interval 2 to 8 (see Section B.4),

given that it rained.

These files TAPPERFI, TAPPERF2, TAPPERF3, and TAPPERF4 are exactly the

input files F251, F252, F253, and F254 needed as input to DCPMAIN. A

sample is included at the end of this section. Each file has 255

records.

In an analogous manner, ZAPPERF5 to ZAPPERF8 were read in and

normalized to combine in each record:

1. first station number (I = 1 to 255)

2. second station number (j =1 + to 255)

3. season number (1 to 4)

4. probability of events in each of 4 joint occurrence classes.

These output files, TAPPERF5, TAPPERF6, TAPPERF7, and TAPPERF8 are

exactly the input files F351, F352, F353, and F354 needed as input to

DCPMAIN. A sample is included at the end of this section. Each file

has 32,385 records.

I
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